
CHAPTER �

SURVEY OF ATM SWITCH CONGESTION CONTROL

SCHEME PROPOSALS

In this chapter� we shall look at a number of ATM rate�based feedback conges�

tion control scheme proposals� Prior to the development of rate�based mechanisms�

there was a prolonged debate in the ATM forum between the hop�by�hop credit �or

window� based framework and the end�to�end rate�based framework ����� We will

brie	y summarize this debate and concentrate on the survey of rate�based switch

algorithms� For each algorithm� we will identify the key contributions and present

its drawbacks� This will lay a foundation for comparison with the OSU� ERICA and

ERICA
 schemes developed in this dissertation� It should be noted that several of

these schemes were designed after the ERICA scheme was developed� and therefore�

may exhibit some overlap of concepts� This chapter uses the terminology developed

in section ��

��� Credit�Based Framework

The credit�based framework was proposed by Professor H� T� Kung� it was sup�

ported by Digital� BNR� FORE� Ascom�Timeplex� SMC� Brooktree� and Mitsubishi

���� ��� The approach bears some similarity in concept to the sliding window�based
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protocols used in data link control protocols� The framework consists of a per�link�

per�VC window 	ow control� Each link consists of a sender node �which can be a

source end system or a switch� and a receiver node �which can be a switch or a desti�

nation end system�� Each node maintains a separate queue for each VC� The receiver

monitors queue lengths of each VC and determines the number of cells that the sender

can transmit on that VC� This number is called �credit�� The sender transmits only

as many cells as allowed by the credit�

If there is only one active VC� the credit must be large enough to allow the whole

link to be full at all times� In other words�

Credit � Link Cell Rate � Link Round Trip Propagation Delay

The link cell rate can be computed by dividing the link bandwidth in Mbps by the

cell size in bits�

The scheme as described so far is called �Flow Controlled Virtual Circuit �FCVC��

scheme� There are two problems with this initial static version� First� if credits are

lost� the sender will not be aware of it� Second� each VC needs to reserve the entire

round trip worth of bu�ers even though the link is shared by many VCs� These

problems were solved by introducing a credit resynchronization algorithm and an

adaptive version of the scheme�

The credit resynchronization algorithm consists of both sender and receiver main�

taining counts of cells sent and received for each VC and periodically exchanging

these counts� The di�erence between the cells sent by the sender and those received

by the receiver represents the number of cells lost on the link� The receiver reissues

that many additional credits for that VC�
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The adaptive FCVC algorithm ���� consists of giving each VC only a fraction of

the round trip delay worth of bu�er allocation� The fraction depends upon the rate

at which the VC uses the credit� For highly active VCs� the fraction is larger while

for less active VCs� the fraction is smaller� Inactive VCs get a small �xed credit� If

a VC doesn�t use its credits� its observed usage rate over a period is low and it gets

smaller bu�er allocation �and hence credits� in the next cycle� The adaptive FCVC

reduces the bu�er requirements considerably but also introduces a ramp�up time� If

a VC becomes active� it may take some time before it can use the full capacity of the

link even if there are no other users�

��� Rate�Based Approach

This approach� which was eventually adopted as the standard was proposed orig�

inally by Mike Hluchyj and was extensively modi�ed later by representatives from

twenty two di�erent companies ����

Original proposal consisted of a rate�based version of the DECbit scheme �����

which consists of end�to�end control using a single�bit feedback from the network�

Initially� sources send data at an negotiated �Initial Cell rate�� The data cells contain

a bit called the EFCI bit in the header� The switches monitor their queue lengths

and� if congested� set the EFCI bit in the cell headers� The destination monitors

these indications for a periodic interval and sends an RM cell back to the source� The

sources use an additive increase and multiplicative decrease algorithm to adjust their

rates�

This is an example of a �bit�based� or �binary� feedback scheme� As we shall

see later in this section� it is possible to give explicit rate feedback in the rate�based
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framework� The complete framework has been treated in the chapter introducing

ATM tra�c management �

��� Binary Feedback Schemes

����� Key Techniques

Binary feedback schemes essentially use a single bit feedback� The initial binary

feedback algorithm used a �negative polarity of feedback� in the sense that RM cells

are sent only to decrease the source rate� and no RM cells are required to increase

the rate� A �positive polarity�� on the other hand� would require sending RM cells

for increase but not on decrease� If RM cells are sent for both increase and decrease�

the algorithm would be called �bipolar��

The problem with negative polarity is that if the RM cells are lost due to heavy

congestion in the reverse path� the sources will keep increasing their load on the

forward path and eventually overload it�

This problem was �xed in the next version by using positive polarity� The sources

set EFCI on every cell except the nth cell� The destination will send an �increase� RM

cell to source if they receive any cells with the EFCI o�� The sources keep decreasing

their rate until they receive a positive feedback� Since the sources decrease their rate

proportional to the current rate� this scheme was called �proportional rate control

algorithm �PRCA���

PRCA was found to have a fairness problem� Given the same level of congestion

at all switches� the VCs traveling more hops have a higher probability of having EFCI

set than those traveling smaller number of hops� If p is the probability of EFCI being

set on one hop� then the probability of it being set for an n�hop VC is �� ��� p�n or
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np� Thus� long path VCs have fewer opportunities to increase and are beaten down

more often than short path VCs� This was called the �beat�down problem �����

One solution to the beat down problem is the �selective feedback� ���� or intelligent

marking ��� in which a congested switch takes into account the current rate of the VC

in addition to its congestion level in deciding whether to set the EFCI in the cell� The

switch computes a �fair share� and if congested it sets EFCI bits in cells belonging

to only those VCs whose rates are above this fair share� The VCs with rates below

fair share are not a�ected�

The RM cell also contains two bits called the �Congestion Indication� bit and

the �No Increase� bit� Schemes which mark these bits are not necessarily classi�ed

as �binary schemes� since they may feedback more information than just one bit�

Several ER�based schemes like CAPC and DMRCA �discussed later in this chapter�

also use the CI and NI bit setting options�

����� Discussion

The attractive features about the binary schemes are�

� Simple to implement� Requires only a bit in the header� Feedback calculation

is also typically simple� The multiple round trip times required for convergence

is not a problem for local area networks because the round trip delay for these

networks is in the order of microseconds�

� Cost e�ective option to introduce ABR in LANs�

� Typical bit�based schemes look only at the queue length as a metric for con�

gestion� Though we point out later that the queue length is not an accurate
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metric of congestion� using a single metric localizes the errors possible� Further�

since the end�result of all errors is additional queues� taking the queue length

as a metric is a safe method to avoid divergence� even when the demand and

capacity are variable�

The drawbacks of this approach are�

� The bit�based feedback schemes were initially designed for low�speed networks�

Since a bit gives only two pieces of information ��up� or �down��� the system

may take several round trips to converge to stable values� That is� the transient

convergence period is long� During this period� the network might either be

underutilized� or queues might build up� which is a de�nite concern in high�

speed networks�

� The bit�based feedback was originally designed for window�	ow control where

the maximum queue is simply the sum of all source windows� In rate control� if

the sum of the source rates is larger than the capacity� the queues could grow

to in�nity unless the rates are changed ���� ���� The transient convergence

period determines what this worst case queue will be� The queue can be large

�proportional to the steady state queue plus a term proportional to the transient

convergence time� when a new source starts up after the system is in the steady

state�

� The bit�based feedback was originally designed for connectionless networks

where it is possible that packets from a source to a destination may take multiple

paths� Hence� it is not a good idea to give authoritative feedback information

based on partial knowledge� On the other hand� switches in connection�oriented
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networks like ATM can have complete knowledge about a 	ow based upon mea�

surement� and can give authoritative feedback�

� The steady state itself exhibits oscillatory behavior in terms of queue length and

rate allocations� The reason for the behavior is that the control is based upon

the queue length� a highly variable quantity in rate�based control� Further�

when the queue length is zero� or beyond a threshold� the schemes essentially

�guess� the allocations due to the unreliability of the metric�

� The technique requires several parameters to force convergence� The system is

also quite sensitive to the parameter settings�

� The bu�er requirement at switches is large� and increases linearly with the

number of connections�

� The �beat�down� fairness problem needs to be solved in every implementation�

This adds to the complexity at switches�

A theme we gather from the above observations is that the bit�based feedback

and the technique of using queue length as a congestion indicator is a legacy from

the window�based control schemes for low�speed� connectionless networks� The adap�

tation to rate�based� high�speed� connection�oriented networks like ATM has some

advantages in terms of simplicity� and hence cost�e�ectiveness� But� the performance

in the Wide Area scenario leaves a lot to be desired� This led to the introduction of

explicit rate feedback schemes�
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��� Explicit Rate Feedback Schemes

In July ����� Charny� Clark and Jain ��� argued that the binary feedback was too

slow for rate�based control in high�speed networks and that an explicit rate indication

would not only be faster but would o�er more 	exibility to switch designers�

In addition to providing a solution to the problems of the bit�based feedback

schemes described in the previous section� explicit rate schemes are attractive for

other reasons� First� policing is straight forward� The entry switches can monitor

the returning RM cells and use the rate directly in their policing algorithm� Second

with fast convergence time� the system come to the optimal operating point quickly�

Initial rate has less impact� Third� the schemes are robust against errors in or loss of

RM cells� The next RM cell carrying �correct� feedback will bring the system to the

correct operating point in a single step�

Further� one of the reasons for choosing the rate�based framework was that ABR

could be used for applications other that just data applications � to provide a cost�

e�ective alternative to applications that traditionally use higher priority classes� Typ�

ical applications are compressed video� which could tolerate variable quality� The

explicit rate schemes could reduce the variation in the rates seen at the end�systems�

higher throughput and a controlled delay through the network� Further� the video

applications could directly use the rate values to tune their parameters as opposed to

the credit value� which cannot be directly used without knowledge of the round trip

delay�

In the following sections we survey several rate�based explicit feedback schemes�

In each section� we will have a brief discussion of the key techniques used by the
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scheme followed by a discussion of the contributions and drawbacks of the proposed

scheme�

��� MIT Scheme

The explicit rate approach was substantiated with a scheme designed by Anna

Charny during her master thesis work at the Massachusetts Institute of Technology

�MIT� ��� ����

����� Key Techniques

The MIT scheme consists of each source sending an control �or RM� cell every n

th data cell� The RM cell contains the VC�s current cell rate �CCR� and a �desired

rate�� The switches monitor all VC�s rates and compute a �fair share�� Any VC�s

whose desired rate is less than the fair share is granted the desired rate� If a VC�s

desired rate is more than the fair share� the desired rate �eld is reduced to the fair

share and a �reduced bit� is set in the RM cell� The destination returns the RM cell

back to the source� which then adjusts its rate to that indicated in the RM cell� If

the reduced bit is clear� the source could demand a higher desired rate in the next

RM cell� If the bit is set� the source uses the current rate as the desired rate in the

next RM cell�

The switches maintain a list of all of its VCs and their last seen desired rates�

All VCs whose desired rate is higher than the switch�s fair share are considered

�overloading VCs�� Similarly� VCs with desired rate below the fair share are called

�underloading VCs�� The underloading VCs are bottlenecked at some other switch

and� therefore� cannot use additional capacity at this switch even if available�
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The capacity unused by the underloading VCs is divided equally among the over�

loading VCs� Thus� the fair share of the VCs is calculated as follows�

Fair Share �
Capacity �

P
Bandwidth of underloading VCs

total number of VCs � Number of underloading VCs

It is possible that that after this calculation some VCs that were previously un�

derloading with respect to the old fair share can become overloading with respect to

the new fair share� In this case these VCs are re�marked as overloading and the fair

share is recalculated�

Charny ���� has shown that two iterations are su�cient for this procedure to

converge� Charny also showed that the MIT scheme achieves max�min optimality in

�k round trips� where k is the number of bottlenecks�

����� Discussion

The contributions of the MIT scheme were as follows�

� Help de�ne the framework for explicit rate feedback mechanisms in the ATM

ABR speci�cations

� Provided a reference iterative algorithm

� Max�min fairness is achieved because the underloading VCs see the same ad�

vertised rate

� The switch algorithm is essentially a rate calculation algorithm which is not

concerned with the enforcement of the rates� The enforcement of rates may be

carried out either at the edge of the network or at every network switch though

queuing and scheduling policies� This algorithm gives the network designer the
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	exibility of decoupling the enforcement and feedback calculation� This aspect

has since become a standard feature in all schemes developed�

� The algorithm quickly adapts to dynamic changes in the network provided the

declared values of the parameters �desired rate� etc are accurate� The algorithm

is shown to be �self�stabilizing� in the sense that it recovers from any past

errors� changes in the set of network users� individual session demands and

session routes�

� The algorithm provides fast convergence to max�min rates �within �k round

trips� where k is the number of bottlenecks��

� Charny also shows that the algorithm is �well�behaved� in transience� i�e�� given

an upper bound on the round�trip delay� the actual transmission rates can be

kept feasible throughout the transient stages of the algorithm operation while

still providing reasonable throughput to all users� A feasible set of rate alloca�

tions ensures that a rate allocation is such that no link capacity is exceeded� The

arguments assumed synchronization among sources� or a special source policy

which forces synchronization in the asynchronous case�

The drawbacks of the scheme were�

� The computation of the fairshare requires order n operations� where n is the

number of VCs� The space requirements of the scheme are also order n�

� The feedback procedure is unipolar� i�e�� switches only reduce the rates of

sources� As a result� the sources require an extra round trip for increase� This

feature is addressed in the Precise Fair Share Computation option of the OSU
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scheme which provides a bipolar feedback �i�e�� switch can increase as well as

decrease the desired rates��

� If the sources do not use their allocations� or temporarily go idle� there is no

mechanism prescribed to detect this condition� Since the scheme relies on the

declared values and does not measure the source rates� nor the o�ered load� it

is possible that the o�ered load is very di�erent from the sum of the desired

rate values� leading to underutilization�

� There is no policy prescribed to drain queues built up during transient periods�

or errors in feedback�

� The scheme as described is not compatible with the current ATM Forum stan�

dard� and requires minor realignment to be compatible�

This proposal was well received� and considered a baseline for other schemes to be

compared with� The key exception was that the computation of fair share requires

order n operations� where n is the number of VCs� The space requirements of the

scheme are also order n� This set o� a search for schemes which were O��� both in

time and space complexity� This led to the EPRCA� the OSU scheme proposals in

September ����� and later the CAPC proposal in late ����� We continue our survey

looking at these schemes� The OSU scheme and ERICA schemes will be treated in

separate chapters of this dissertation�

��� EPRCA and APRC

The merger of PRCA with explicit rate scheme lead to the �Enhanced PRCA

�EPRCA�� scheme at the end of July ���� ATM Forum meeting ������
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����� Key Techniques

In EPRCA� the sources send data cells with EFCI set to �� After every n data

cells� they send an RM cell� The RM cells contain desired explicit rate �ER�� current

cell rate �CCR�� and a congestion indication �CI� bit� The sources initialize the ER

�eld to their peak cell rate �PCR� and set the CI bit to zero�

The destinations monitor the EFCI bits in data cells� If the last seen data cell

had EFCI bit set� they mark the CI bit in the RM cell�

In addition to setting the explicit rate� the switches can also set the CI bit in

the returning RM cells if their queue length is more than a certain threshold� Some

versions of the EPRCA algorithm do not set the EFCI bits� and mark the CI and ER

�elds alone�

The scheme uses two threshold values QT and DQT on the queue length to

detect congestion� When the queue length is below QT � all connections are allowed

to increase their rate�

When the queue length exceeds QT � the switch is considered congested and per�

forms intelligent marking� By intelligent marking� we mean that the switch selectively

asks certain sources to increase their rates and certain sources to reduce their rates�

In order to do this� the switch maintains the Mean ACR �MACR�� and selectively

reduces the rate of all connections with ACR larger than MACR� The switch may

reduce the rates by setting the CI bit and�or by setting the ER �eld of an RM cell

when CCR value exceeds MACR�DPF �DPF is the Down Pressure Factor�� The

DPF is introduced to include those VCs whose rate is very close to MACR� Typ�

ically DPF is ���� The CI bit setting forces the sources to decrease their rate as

described in the source end system rules �see chapter �
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If the port remains congested and the queue length exceeds DQT threshold� the

switch is considered heavily congested and all connections have their rate reduced�

To avoid the O�N� computation of the advertised rate� the fairshare is approxi�

mated by MACR using the running exponential weighted average� computed every

time the switch receives an RM cells�as �

MACR � MACR�� � AV � 
 CCR � AV

where AV is an averaging factor� typically equal to ����� allowing the implemen�

tation using addition and shift operations�

����� Discussion

The contributions of the EPRCA scheme are�

� Introduced a class of algorithms which operate with O��� space and O��� time

requirements�

� EPRCA allows both binary�feedback switches and the explicit feedback switches

on the path� since it bridged the gulf between PRCA and explicit rate schemes�

This feature has been incorporated in the ATM Tra�c Management standard�

� Uses the mean ACR as the threshold and allocates this rate to all unconstrained

VCs� This technique converges to fair allocations when the mean ACR is a good

estimate of the �fair share�� i�e�� the max�min advertised rate �computed by the

MIT scheme��

The drawbacks of the EPRCA scheme are�
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� If the mean ACR is not a good estimate of the �fair share�� then the scheme

can result in considerable unfairness ���

� The exponential averaging of the rates may become biased towards the higher

rates� For example� consider two sources running at ���� Mbps and � Mbps�

In any given interval� the �rst source will send ���� times more control cells

than the second source and so the exponentially weighted average is very likely

to be ���� Mbps regardless of the value of the weight used for computing the

average�

The problem is that the exponential averaging technique �which is similar to

the arithmetic mean� is not the right way to average a set of ratios �like ACRs

� number of cells�time� where the denominators are not equal ����� We address

this averaging issue in the design of ERICA later in this dissertation�

� The scheme uses queue length thresholds for congestion detection� As a result� it

e�ectively �guesses� the rate allocations when the queue value is zero� or above

the high threshold� We will argue later in this dissertation that the queue length

does not provide full information about the congestion at the switch� and hence

is not reliable as the primary metric for rate�based congestion control�

� The scheme uses a number of parameters whose values are typically set con�

servatively� This technique trades o� transient response time �time required

to reach the steady state after a change in network conditions�� This means

that the utilization of the bottlenecks will be lower on the average compared to

aggressive allocation schemes� Further� when the network is constantly in the

state when demand and capacity are variable �no steady state�� the performance
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of the scheme is unclear� and is expected to be lower because of the conservative

parameter settings�

Researchers at University of California at Irvine �UCI� suggested a solution to the

problems of EPRCA through a scheme they developed called �Adaptive Proportional

Rate Control� ����� Essentially� they suggested that the queue growth rate be used

as the load indicator instead of the queue length� The change in the queue length

is noted down after processing� say� K cells� The overload is indicated if the queue

length increases�

However� this approach still su�ers from the defect that the metric gives no in�

formation when the queue lengths are close to zero �underutilization�� Basically� the

problem is that the queue length information needs to be combined with the ABR

capacity and ABR utilization to get a full picture of the congestion situation at the

switch�

��� CAPC�

In October ����� Barnhart from Hughes Systems proposed a scheme called �Con�

gestion Avoidance using Proportional Control �CAPC�������

����� Key Techniques

This scheme used some of the concepts developed in the OSU scheme and used

a phase�locked loop style �lter in the algorithm� In this scheme� as in OSU scheme

�described later in this dissertation�� the switches set a target utilization parameter

slightly below �� This is the ABR capacity utilization the scheme aims to achieve�

As in this OSU scheme� the switches measure the input rate and load factor z �which
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is the ratio of the input rate to the product of the ABR capacity and the target

utilization�� The load factor z is used as the primary congestion detection metric as

opposed to using the queue length for that purpose� The scheme calculates a single

�fairshare� using the load factor as follows�

During underload �z � ��� fair share is increased as follows�

Fair share � Fair share � Min�ERU� � 
 �� � z� �Rup�

Here� Rup is a slope parameter in the range ���� to ���� ERU is the maximum

increase allowed and was set to ����

During overload �z � ��� fair share is decreased as follows�

Fair share � Fair share � Max�ERF� � � �z � �� �Rdn�

Here� Rdn is a slope parameter in the range �� to ��� and ERF is the minimum

decrease required and was set to ����

The fair share is the maximum rate that the switch will grant to any VC�

This method of using ��� z� �or a term proportional to unused capacity� for feed�

back calculation is also used by the Phantom ��� described later in this survey�

In addition to the load factor� the scheme also uses a queue threshold� Whenever

the queue length is over this threshold� a congestion indication �CI� bit is set in all

RM cells� This prevents all sources from increasing their rate and allows the queues

to drain out�

����� Discussion

The CAPC scheme and its successor CAPC �which addressed some initialization

issues� was proposed in late ����� before many of the scheme proposals surveyed in

this chapter� The contributions of the CAPC scheme include�
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� An oscillation�free steady state performance� The frequency of oscillations is

a function of � � z� where z is the load factor� In steady state� z � � � the

frequency is zero� that is� the period of oscillations is in�nite�

� Simple to implement�

� Uses the load factor as the primary metric� and does not use the CCR �eld�

� The single �fairshare� threshold is similar to the EPRCA concept� This allows

the scheme to have an O��� space complexity and easily converge to fairness

under conditions of constant demand and capacity�

The drawbacks of the scheme include�

� The convergence time of the scheme is longer since it uses parameters whose

values are chosen conservatively�

� Since the algorithm uses a binary indication bit in very congested states� it is

prone to unfair behaviors ����

��	 Phantom

This scheme was developed by Afek� Masour and Ostfeld at the Tel�Aviv Uni�

versity ���� An important design goal in this work is to develop a constant space

congestion avoidance algorithm� while achieving max�min fairness� and good tran�

sient response�

��	�� Key Techniques

The key idea is to bound the rate of sessions that share a link by the amount of

unused bandwidth on that link� The scheme uses the concept of a Phantom session
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which shares the link equally as all other connections� The link allocates rates fairly

among all sources including the phantom�

Speci�cally� the variable � is de�ned to be the unused link capacity� i�e��

Link Capacity �

��Rates of sessions that use the link��

It is measured as�

�Numberofcellstransmittableonlink �Numberofcellsinput���

where � is a �xed time interval�

Observe that � can be greater than zero� when the actual queue at the link is

non�zero�

The rate of sessions that are above � are reduced towards � and the rate of

sessions that are below � may be increased� The mechanism reaches a steady state

only when the unused capacity ��� is equal to the maximum rate of any session that

crosses the link and all the sessions that are constrained by the link are at this rate�

So� � is the �fairshare� value at each link�

For example ���� if three sessions share a ��� Mbps link� then in the steady state�

each session receives � Mbps and the link utilization is �� � �� � �Mbps�� How�

ever� if two of the three sessions are restricted elsewhere to �� Mbps each� the third

sessions gets �� Mbps �� � ��Mbps��

The scheme addresses �ve important implementation aspects�

�� Measuring �� Naive measurement of � can be very noisy� The scheme uses

exponential averaging to smooth out variance in � and accumulates it in a

variable called �Maximum Allowed Cell Rate �MACR���
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MACR � max�MACR � �� � �� 
 � � ��MACR � dec factor�

The lower bound is required to �lter out variations caused by sudden capacity

changes�

� Sensitivity to queue length� The scheme recognizes the need to compen�

sate for errors� and transient queues by looking at the absolute value of the

queue length� The averaging parameter � is replaced by two parameters �inc�

when � � MACR� and �dec� when � � MACR� Both these parameters vary

depending upon the queue length�

�� Utilization� The utilization may be improved by restricting the bandwidth of

connections by utilization factor times MACR� instead of ��

�� Variance consideration� The problem with the utilization factor is that

MACR may exhibit large oscillations� The scheme therefore smoothes out

the factors �inc and �dec based upon the variance in �� The algorithm used is

similar to the TCP RTT estimation smoothing algorithm�

�� Reducing maximum queue length� The scheme also sets the NI bit based on

another variable called Fast MACR which tracks the variation of the capacity

more closely�

��	�� Discussion

The contributions of the Phantom scheme are as follows�

� The idea of a phantom connection� combined with the utilization factor can

bring the allocations close to max�min� The basic algorithm allocates rates
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proportional to the the unused ABR capacity� The inclusion of the utilization

factor brings the e�ciency closer to the maximum possible�

� The algorithm developed is O��� in both space and time requirements�

� In the basic scheme� the residual unused capacity to accommodate new sessions

without queue buildup�

� Fairness is maintained because� over a period� all sources see the same �adver�

tised rate� �MACR��

� The scheme explicitly addresses the issues in measurement� variance reduction

and error compensation� The variance suppression is a necessity for the scheme

since the phantom bandwidth� � is highly variant�

� The exponential averaging of measurements is valid �unlike the EPRCA algo�

rithm where the technique is dubious� because they are made over �xed inter�

vals� We note again that the arithmetic mean �or exponential averaging� is not

the correct method for averaging ratios where the denominator is not constant

�����

� The scheme considers the issues of high bottleneck utilization combined with a

systematic method to cope with queuing delays �due to transient queues��

� Fast implementations can be derived by replacing multiply operations by bit�

shifting�

The drawbacks of the scheme are�
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� The use of the utilization factor introduces higher degree of variation in load�

and the possibility of sharp queue spikes� This necessitates complex variance

reduction and queue control techniques within the algorithm� and introduces

several extra parameters� The scheme may also require the sources to negotiate

a lower value of the �Rate Increase Factor �RIF�� parameter to moderate the

network�directed rate increases�

� The queue thresholding procedures may require a new set of parameter recom�

mendations for Wide Area Networks� It is not clear whether the scheme will

work in WANs without complex parameter changes�

��
 UCSC Scheme

This scheme was proposed by researchers Kalampoukas and Varma at the Univer�

sity of California� Santa Cruz �UCSC�� and K�K� Ramakrishnan of AT�T Research

�����

��
�� Key Techniques

The scheme cleverly approximates the MIT scheme with O��� bookkeeping� and

hence brings the computational complexity from O�N� to O���� Intuitively� the

scheme spreads the MIT O�N� iteration over successive RM cells� As a result� the

convergence time and bu�er requirements are traded o� with computational com�

plexity� The space requirements compared to the MIT scheme remain O�N� since the

scheme maintains some per�VC state information� In special cases� optimization may

be achieved by using shift operations instead of multiply�divide operations�
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The key technique in the scheme is the following� On the lines of the MIT

scheme� the scheme assumes that the source demands a certain rate� and the switch

tries to satisfy that demand� In the scheme� V Ci �requests� bandwidth equal to

min�ERi� CCRi�� We can consider this as the �demand� of V Ci� The same quantity

can also be considered as the bandwidth �usage� of the VC� The scheme computes a

�maximum bandwidth� value Amax depending upon the VC�s current state� Amax is

the fairshare which is given to the source as feedback� Next� we describe the states

of the VCs and show how they are used to compute the bandwidth allocations�

Each V Ci can be in one of the following two states�

�� Bottlenecked� the switch cannot allocate the requested bandwidth to V Ci on

the outgoing link� Amax � min�ERi� CCRi�� The set of bottlenecked connec�

tions is B� Intuitively� the bottlenecked connections are those that can use a

higher rate allocation at the switch�

� Satis�ed� the switch can satisfy the request� Amax � min�ERi� CCRi�� The

set of bottlenecked connections is S� Intuitively� the bottlenecked connections

are those which cannot use even the current maximum bandwidth allocation

Amax� In some sense� they are currently �saturated��

Typically� a given V Ci will be in di�erent states �bottlenecked and satis�ed� at

di�erent switches� Observe that connections can move from one state to another

depending upon their demand and the available bandwidth� Free bandwidth is de�

�ned as the amount of bandwidth available as a result of the satis�ed connections

not claiming their equal share� Beq� The computation of the maximum bandwidth

allocation for a connection is done as follows�
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First� the state changes of the connection are detected and variables updated�

� If Amax � min�ERi� CCRi�� V Ci is marked as �bottlenecked�� Further� in

this case� if V Ci was �satis�ed� prior to the update� the free bandwidth� Bf is

updated� and the number of bottlenecked connections� Nbot is incremented�

Observe that the VC�s allocation Ai is not updated since it is not used in the

computation of Amax as long as it is bottlenecked�

� If Amax � min�ERi� CCRi�� V Ci is marked as �satis�ed � its allocation Ai is

set to min�ERi� CCRi� the free bandwidth� Bf is updated�

Further� if V Ci was �bottlenecked� prior to the update� the number of bottle�

necked connections� Nbot� is decremented�

The next step is the computation of the bandwidth allocation� If a connection�

V Ci � B� i�e�� is currently bottlenecked� its maximum allocation �or fairshare� Amax�

is calculated as�

Amax � Beq 

Bf

Nbot

On the other hand� if V Ci � S� i�e�� is currently satis�ed� it is treated as bottle�

necked and the maximum allocation �or fairshare� Amax� is calculated as�

Amax � Beq 

Bf 
 Ai �Beq

Nbot 
 �

In the preceding equation� observe that the bandwidth allocation of V Ci over and

above the equal share Ai�Beq is also considered as part of the �free bandwidth�� The

use of Nbot 
 �� in the denominator of the fraction shows that the source is considered

a bottlenecked connection in the calculation� The purpose of this step is to ensure
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the bandwidth allocations to satis�ed connections as always less than or equal to the

allocations to bottlenecked connections� The algorithm thus �claims� back any extra

bandwidth previously allocated to the connection�

The explicit rate �eld in the RM cell is updated as�

ERi � min�ERi� Amax�

��
�� Discussion

The authors classify their work as a �state�maintaining� algorithm since they

maintain state information on a per�connection basis� They observe that �stateless�

algorithms which do not maintain per�connection state may allocate rates such that

there may be signi�cant discrepancies between the sum of the ER values signaled to

ABR connections and available link bandwidth�

While this observation is valid in general� an optimistic over�allocation can help

increase network utilization� especially in cases when the ABR demand and capacity

is variable� The arguable risk is that of queuing delays�

The contributions of the UCSC scheme are the following�

� O��� emulation of MIT scheme concept

� Focus on scalability� If the VCs set up are always active� then the scheme has

O��� computational complexity with respect to the number of VCs�

� In the steady state� min�ERi� CCRi gives the path bottleneck rate� This is

because ERi gives the downstream bottleneck rate� while CCRi gives the up�

stream bottleneck rate� This observation is valid when the ER marking is done

in the backward RM cells�
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� The scheme requires no parameter settings�

� Performance analysis with �xed and variable ABR capacity�

The drawbacks of the scheme are�

� The scheme does not measure the load �aggregate input rate� at the switch� As

a result� if a source is sending at a rate below its CCR� then the bottleneck will

be underutilized�

� The scheme also does not observe the queuing delay at the switch� Errors in

estimation of ABR capacity result in errors in feedback and eventually result in

queues� Hence� there is a possibility of in�nite queues if the queuing delay is not

considered as a metric� However� such a mechanism may easily be developed

on similar lines as the ERICA
 proposal studied later in the dissertation�

� The scheme assumes that the sum of the number of bottlenecked and satis�ed

connections is equal to the number of connections setup� The scheme does not

measure the number of active connections� As a result� if a connection is setup�

but remains idle for a while� the allocations to other connections remain low

and may result in underutilization�

� The convergence time is slower since the scheme attempts never to over�allocate

�conservative�� This non�optimistic strategy may result in link underutilization

of the sources are not always active� or cannot utilize their ER allocations ���
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���� DMRCA scheme

The Dynamic Max Rate Control Algorithm �DMRCA� scheme �� was developed

by Chiussi� Xia and Kumar at Lucent Technologies� in an attempt to improve the

EPRCA scheme�

������ Key Techniques

DMRCA uses a rate marking threshold similar in concept to the MACR of EPRCA�

However� the DMRCA threshold is a function of the degree of congestion at the switch

and the maximum rate of all active connections� This rate threshold is used to esti�

mate the maximum fairshare of any active connection on the link�

The authors observe that the EPRCA depends upon the mean cell rate of all

connections which it uses as a rate marking threshold� If this mean is close to the

fairshare of available bandwidth on the link� then EPRCA performs well� But� if

the approximation does not hold� then EPRCA introduces considerable unfairness�

For example� if some connections are bottlenecked in other switches� they may cause

underestimation of the fairshare� Another case is when rates oscillate due to transient

behaviors and�or interactions with multiple switches� leading to incorrect estimates

of the actual rate of the connection�

The authors propose to use the maximum rate of all the active connections in�

stead of the mean rate used by EPRCA� They observe that the maximum rate of

all connections quickly rises to be above the desired �fairshare� �the maximum rate

allocation for unconstrained connections at this switch�� Further� this value can be

made to converge to fairshare in the steady state�
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However� certain problems need to be solved before this idea can be used e�ec�

tively� First� the maximum VC rate oscillates excessively leading to transient instabil�

ities in the behavior� This problem can be tackled by smoothing the maximum rate�

�ltering out the short�term variations� Second� in some situations� the maximum rate

does not converge rapidly to the fairshare� again compromising fair behavior� The

authors address this by using a reduction factor which is a function of the degree of

congestion in the switch�

DMRCA uses two thresholds QT and DQT on the queue length for congestion

detection� The switch also monitors the maximum rate MAX of all connections

arriving at the switch� as well as the VC number of the corresponding connection�

MAX V C�

The algorithm smoothes excessive oscillations in MAX using exponential averag�

ing to calculate an adjusted maximum rate� as�

A MAX � �� � Alpha� � A MAX 
 Alpha�MAX

The averaging factor� Alpha is typically ����� The implementation is as follows�

if� RMCell� � CCR � Beta�MAX� f

A MAX � �� � Alpha� � A MAX 
 Alpha� RMCell� � CCR

g

This implementation avoids the need for measurement of MAX over a measure�

ment interval� MAX increases when some VC other than MAX V C observes that

its rate is larger than MAX� MAX decreases when MAX V C updates MAX based
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on its CCR� Further MAX times out if it is not updated for a while �as in the case of

bursty sources where some sources can become idle and start up with old allocations��

When the queue length exceeds the threshold QT � the switch considers itself

congested and performs intelligent marking� The threshold used to perform intelligent

marking is�

Marking Threshold � A MAX � Fn�QueueLength�

where Function�Queue Length� is a discrete non�increasing function of the queue

length�

The work also addresses how to tackle the case of connections with MCR �

�� For example� the fairness criterion �MCR plus Equal Share� is implemented by

subtracting the MCR of the corresponding connection for the CCR of each RM cell

and using the result as the algorithm� MCR is added back in order to set the ER

�eld in RM cells� The fairness criterion �Maximum of MCR or Max�Min Share� is

implemented by simply ignoring the forward RM cells whose CCR is equal to their

MCR�

������ Discussion

The contributions of the scheme are�

� An enhanced EPRCA�like approach with better fairness and control of rate

oscillations�

� Low implementation complexity� A chip implementation of the algorithm is

available �the �Atlanta� chip of Lucent Technologies ������

� The use of a single advertised rate threshold value for all VCs results in nearly

equal allocations to unconstrained VCs� even in the presence of asynchrony�
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� Use of exponentially averaged �Maximum VC rate� instead of �Mean VC rate��

combined with an aggressive queue thresholding policy improves e�ciency over

EPRCA� The scheme is optimistic in the sense that even if there is a single

unconstrained connection and the switch is not fully loaded� the allocated rates

increase leading to high utilization�

The drawbacks of the scheme are as follows�

� The scheme measures neither the aggregate load �demand�� the aggregate ABR

capacity� nor the number of active sources at any point of time� This leads to

inaccurate control when the input load does not equal the sum of the declared

rates�

� The scheme depends heavily on the queue thresholding� and parameterized con�

trol to achieve e�ciency� In other words� it does not explicitly try to match ABR

demand with the ABR capacity� but indirectly controls it looking at the queue

length� As we shall describe later in this thesis� the queue length alone is not a

good metric for detecting congestion� and this approach may lead to oscillations

especially when the ABR demand and capacity are both highly variable�

� The scheme uses CI bit setting in cases where ER setting becomes unreliable�

This approach may result in unfairness especially when the load is variable�

� Another e�ect of parametric control is longer transient convergence times�

� The queue thresholding procedure requires a number of parameters to be set�

These parameters are sensitive to the round�trip time and feedback delay� In
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other words� a di�erent set of parameters are required if round trip times change

by an order of magnitude� with the link capacities being constant�

� The performance of the scheme in the presence of variable ABR demand and

capacity is unclear� Also� the side e�ects �if any� of the resetting the MAX

variable will become more clearer under such conditions�

� Arithmetic mean �or exponential averaging� is not the correct method for aver�

aging ratios where the denominator is not constant ����� Further� the running

average assumes that the successive values averaged are close to each other�

The technique cannot e�ectively average �or track� sequence of values which

are uncorrelated�

���� FMMRA Scheme

The �Fast Max�Min Rate Allocation �FMMRA�� scheme ��� was developed by

researchers Arulambalam� Chen� Ansari at NJIT and Bell Labs�

������ Key Techniques

The algorithm combines ideas from the ERICA scheme �described in this disserta�

tion� and the UCSC scheme described in section ���� It is based on the measurement

of available capacity and the exact calculation of fair rates� while not being sensitive

to inaccuracies in CCR values�

It uses the concept of an advertised rate� �� a rate which is given to unconstrained

connections� The advertised rate is updated upon receipt of a BRM cell of a session�

using its previous value� the change in the bottleneck bandwidth of the session and

the change in the bottleneck status of the session� A connection which cannot use
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the advertised rate is marked as a bottlenecked connection and its bandwidth usage

is recorded� The ER �eld in the RM cell is read and marked in both directions to

speed up the rate allocation process�

The scheme uses the load factor �similar to ERICA� and ER to compute an ex�

ponential running average of the maximum value of ER� ERmax�

ERmax � �� � ��ERmax 
 �max�ER� ERmax
LoadFactor

�

This computation is done in the backward direction and is expected to re	ect the

advertised rate after considering the load� Based on the level of congestion� which is

determined as a function of the queue length and the load factor� the ER �eld in the

RM cell �both forward and backward� is updated according to�

ER � min�ER�max��� �� � ��ERmax��

where � is a single bit value indicating that the connection is bottlenecked elsewhere�

The work also mentions approaches to update the ER �eld in order to control

the queue growth� Speci�cally� if the queue length reaches a low threshold QT� and

LoadFactor � �� only the advertised rate is used in marking the ER �eld� i�e��

ER � min�ER� ��

The algorithm also has a mode for �severe congestion� �Q � DQT � where ERmax

is set to the advertised rate� This implies that even if some connections are idle� the

non�idle connections are not given any extra bandwidth� allowing queues to drain�

������ Discussion

The contributions of the scheme are�
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� A combination of several ideas in a scheme which achieves the essential goals of

fast convergence to fair shares and control of queues�

� An O��� approximation of the MIT scheme idea� combined with the tracking of

load through the exponential averaging of the ERmax variable�

Some of the drawbacks of the scheme are�

� The calculation of feedback at the receipt of both the forward and backward

RM cells increases the computation burden on the switch�

� The setting of ER in both directions may inhibit rate increase for one round

trip time �when the backward direction feedback using the latest information

cannot increase the rate because the forward direction had commanded a rate

decrease��

� The use of exponential averaging of rates is not entirely correct because a�

the rates are ratios and averaging of ratios should be done carefully ����� b�

the successive values of rates used in the averaging may not be correlated�

In general� Exponential averaging does not produce good results if the values

averaged do not exhibit correlation�

���� HKUST Scheme

������ Key Techniques

This scheme was developed by researchers Tsang and Wong at the Hong Kong

University of Science and Technology �HKUST�� The scheme is a modi�cation of

the MIT scheme� which retains the O�N� computational complexity and marks the
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ER in both the forward and backward directions� It assumes that the destination

resets the ER �eld to the peak cell rate �PCR�� which is not mandated by the tra�c

management standard� Since it derives from the properties of the MIT scheme� it is

fair� The setting of feedback in both the forward and backward directions improves

the response of the scheme compared to the MIT scheme� Another interesting aspect

is that due to the bidirectional ER setting� and the resetting at the destination�

the minimum of ER �elds in the forward and backward directions gives the current

bottleneck rate for that VC�

������ Discussion

Though given the above interesting aspects� the scheme has several drawbacks�

� It retains the O�N� complexity of the MIT scheme� Further� doing the ER

calculation at the receipt of both the forward and backward RM cells increases

the computation burden on the switch�

� The scheme does no load measurement� and as a result may not work if the

sources are bottlenecked at rates below their allocations�

� The scheme does not measure the number of active VCs� and uses the �static�

total number of VCs for the computation�

� The scheme is incompatible with the ATM Forum�s Tra�c Management ���

speci�cation since it requires the ER to be reset by the destination�

� It is not clear how the scheme accounts for variable capacity� especially the

handling of queues which build up during transient phases�
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���� SP�EPRCA scheme

The SP�EPRCA scheme ���� was developed by Cavendish� Mascolo and Gerla at

the University of California at Los Angeles�

������ Key Techniques

The key idea in SP�EPRCA is the use of a proportional controller with a Smith

Predictor �SP� to compensate for the delay in the ABR feedback loop� E�ectively�

the dynamic control system with a delay in the feedback loop is converted into a

simple �rst order dynamic system with a delay in cascade� Since� theoretically the

delay is brought out of the feedback loop� it does not a�ect stability and the system

should not have oscillations in the steady state�

The scheme aims to keep the queue occupancy under some desired value while

achieving a fair distribution of rates� In the steady state� the scheme aims for the

following relation between the rate stationary rate us� and the stationary queue length

xs of a VC�

us �
Xo � xs

��K 
 RTD

K is the gain factor� a parameter of the Smith Predictor� Xo is the target queue

length� and RTD is the round trip delay�

The scheme functions as follows� The switches send the available bu�er space for

cell storage for that particular connection back to the source �in one version of the

scheme� the target queue length� Xo� can be fed back instead of using individual bu�er

allocations�� Each source implements a Smith Predictor which requires the knowledge

of the round trip delay and an estimate of the varying delay in the network�
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The gain factor �K�� a parameter of the smith predictor determines the rate of con�

vergence to a steady state� There is also a tradeo� between the bu�er space needed�

maximum achievable throughput� and the maximum RTD estimation error supported�

The queue implementation �FIFO or per�VC queuing� also has a signi�cant impact

on convergence� In the default case� the scheme requires a separate Smith Predictor

for each VC� The conversion to the single predictor� and the implementation of the

FIFO service at the switches requires additional complexity at the switches�

The challenge faced by the scheme designers was to estimate the network delays

accurately� Errors in delay would cause the system to be of a higher order� Due to

these constraints� the default implementation of the scheme requires per�VC queuing

at the switches� and the rate computation to be done at the source end system�

Another reason for this was that the round trip times of VCs �required for the smith

predictors� can be estimated better at the sources rather than at all switches� Since

the ATM Forum standard ���� does not specify rate computation at the source end

system or provide hooks for measuring the round trip time at the source end system�

the scheme is incompatible with the standards� Note also that the ATM Forum

standard expects the switch to compute rates and feedback the rates and not the

queue length�

One contribution of the scheme is in its mechanisms for estimating the round trip

delays� The scheme uses two mechanisms for dealing with delays� acting in di�erent

time scales� a� a long time scale delay� keeping track of the variation of the round trip

delay due to queuing at intermediate switches and b� a short time scale delay� which

is called �virtual feedback�� The latter mechanisms measures the variability of the
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RTD and shuts o� the source �for stability� until the RTD come back to reasonable

levels�

������ Discussion

The contributions of the scheme are�

� Use of a control�theoretic approach to the ATM congestion control problem�

� Use of a Smith Predictor to remove the e�ect of delay from the control loop

leading to a simple controller design�

� Techniques for estimating round trip delays and maintaining scheme stability�

� Proof of steady state and stability analysis of the controlled system

� Queues can be controlled to provide zero�loss�

The drawbacks of the scheme are as follows�

� The scheme is incompatible with the current ATM Forum standards� and cannot

inter�operate with other schemes implemented in di�erent switches�

� The default version requires the implementation of per�VC queuing at the

switches and a separate smith predictor at every source � involving high im�

plementation complexity�

� The transient performance of the scheme is dependent on the accuracy of RTD

estimation and the gain factor� K� The latter parameter needs to be reduced to

compensate for oscillatory behavior� which in turn a�ects the convergence time�

� The performance of the scheme in the presence of variable ABR demand and

capacity is unclear�
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���� Summary of Switch Congestion Control Schemes

We have observed in our preceding survey that di�erent schemes have addressed

di�erent subsets of switch scheme goals listed in chapter �� In this section� we summa�

rize these goals and approaches and identify areas not addressed by these proposals�

If we sort the schemes by time� we �nd that early schemes addressed the basic

problem of achieving max�min fairness with minimal complexity� We can see a tran�

sition from using purely bit�based ideas for ER�feedback to using purely ER�based

ideas for the same purpose�

Early schemes used a number of concepts which have been based on the legacy

of bit�based feedback design� which may not be best when explicit�rate feedback

capability is available� For example� control of queuing delay is done typically through

an threshold�based or hysteresis�based approach which is a legacy from bit�based

feedback design� This approach does not work when there is high variance in queue

	uctuations due to tra�c variation� As discussed in a later chapter� using queue

thresholds alone to detect congestion is a 	awed technique especially when rate�based

control is used�

Later schemes addressed the speed of convergence and the implementation com�

plexity of the scheme� and faced a tradeo� between the two� The issue of measurement

raised in this dissertation has been recognized in several contemporary schemes� Some

of the schemes described in this section have been developed at the same time� or

after the development of the OSU� ERICA and ERICA
 schemes� As a result� they

share several features with the schemes we have described in this dissertation�
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������ Common Drawbacks

Though the evolution of switch schemes has yielded increasingly e�cient and fair

algorithms� with reduction in implementation complexity� and a broader scope� many

of these proposals su�er from a common set of drawbacks as listed in this section�

In general schemes� with a few notable exceptions� have not been comprehen�

sive in design� i�e�� they either do not address all the goals of a switch scheme and�or

make too many assumptions about measurement related aspects of the scheme�

For example� many schemes do not address the issue of how to measure

the ABR demand� The lack of information about the demand may lead to under�

allocation of rates� Several schemes �like those which use the concept of Mean ACR

�MACR�� approximate the average demand per connection� However� if the total

demand �aggregate input rate� is not measured� the scheme could be consistently

making estimation errors�

Other schemes do not monitor the activity of sources� and may overlook a

source becoming temporarily idle� If the idle source is considered while determining

allocations for all other sources� the allocations for the other sources may be reduced�

In brief� measurement is necessary to track the current network state used by the

scheme� Ideally� a scheme should measure every component of the network state it

uses for its calculations�

Another issue is how to measure the scheme metrics when there is high

variation in the tra�c demand and available capacity� Several metrics need

to be observed over intervals of time and averaged over many such intervals to smooth

out the e�ects of such variation� The length of the interval is a key factor in a

tradeo� between quick response and accurate response� Implementation issues include
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specifying where and when exactly the measurements should be made� and feedback

should be given� Several schemes �with the notable exceptions of the Phantom and�

to some extent� the DMRCA scheme� do not attempt to address these concerns�

Several switch algorithms require the source to restrict its rise by lim�

iting the Rate Increase Factor �RIF� parameter to avoid oscillations� But�

this a�ects the transient performance of the scheme� Other switch algorithms re�

quire setting multiple parameters� and may sometimes be sensitive to

parameters�

Another issue with respect to parameters is control�feedback correlation�

Switch algorithms use several control parameters �available capacity� source�s rate�

the aggregate input rate� the number of active sources etc� to calculate the feedback

quantities� Typically� control parameters values are measured asynchronously with re�

spect to when feedback is given� One important responsibility of the switch algorithm

is to ensure that the feedback is correlated with the control� Lack of such correlation

will lead to perpetual oscillations at best� and queue divergence and collapse at worst�

Most schemes do not specify in detail how the correlation is maintained �especially

when there is high variation in the network tra�c��

Many schemes change from one policy to another for small changes in system

state� This introduces discontinuities in the feedback rate calculation function� If

the system state is oscillating around the places where discontinuity is introduced�

the scheme would exhibit undesirable oscillations� However� the presence of disconti�

nuities in the feedback function alone does not mean that the scheme is bad� If the

number of discontinuities are many �like the use of several queuing thresholds� the

scope for undesirable oscillations increases�
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The ATM Tra�c Management standard also mention the Use�it or Lose�it

problem where sources may retain allocations and use it later when the allocations

are invalid� The standard provides minimal support from the source end systems�

The switch needs to be able to tolerate transient queuing� and recover quickly from

such uncontrollable circumstances�

In this dissertation� we address all these issues and present the design� performance

analysis of the switch scheme� and several other aspects of ABR tra�c management�
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