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OverviewOverview

1. Our Congestion Research

2. Then vs Now (1980’s vs 2000’s)

3. High-Speed TCPs

4. Top 10 Requirements for a Good Scheme

5. Two New Problems for Congestion experts
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Our Congestion ResearchOur Congestion Research
! 1979-1980: High-Speed Network = 10Mbps Ethernet

! Implicit Congestion Indication: Drop ⇒ Congestion. Drop 
window to 1.

! How to adjust windows: AIMD
! Explicit Congestion Indication: DECBit
! April 1987: ARPA INENG (IETF)- Bit in the packet header, 

Increase/Decrease
! August 1988: Slow start paper by V. Jacobson

19.2 kb/s 1 Mb/s

SS SS SS SS SS SS SS SS

Time = 7 hoursFile transfer time = 5 mins 
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Increase PolicyIncrease Policy
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Decrease PolicyDecrease Policy
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AIMDAIMD
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Where were We Then?Where were We Then?

! 10 Mbps × 2 km = 10 × 106 × 2 × 103 × 5 × 10-6 × 2 
= 200,000 bits = 25,000 bytes = 17 1500B-packets.

! Store and forward delays >> propagation delays 
⇒ Usual window = 8

! How you go from initial window to 8 has some minor 
effect

! How you come down had a major effect 
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Where are We Now?Where are We Now?
! 1G is on the laptop/desktop
! 10G is common in data center
! 100G×40km Ethernet is being standardized in IEEE 

802.3
! n×10G is used in metro networks via Link 

Aggregation
! 10G × 4834 miles coast-to-coast 

= 1010 × 4834 ×1.6 × 5 × 10-6 × 2 bits 
= 773.44 Mb = 96 MB = 198000 512B-segments

! Which ever way you count from 1 to 198,000 is going 
to be slow...
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LFNs LFNs ((ElephensElephens))
! RFC1072 (October 1988):

" LFNs > 105 bits = 12 kB = 8 1500B-packets
! TCP needs receive window = BDP to keep the pipe full
! Ideal Sender window size = 2BDP to recover from errors
! You need to send at least 3BDP bytes to get to full speed
! Bandwidth = Receive window/RTT
! Default TCP buffer size = 64 kB
! 64 kB window, 200ms RTT 
⇒ Max rate = 64kB/200ms = 2.5 Mbps
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HighHigh--SpeedSpeed TCPsTCPs

! Core Problem: TCP Reno increases its rate too 
slowly and decreases it too fast.

! Solution: Rise faster and come down slower than 
Reno
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HighHigh--Speed Speed TCPsTCPs
! HS-TCP, Sally Floyd, http://www.icir.org/floyd/hstcp.html
! Scalable TCP, Tom Kelly, http://www-

lce.eng.cam.ac.uk/~ctk21/scalable/
! Fast TCP, Steven Low, http://netlab.caltech.edu/FAST/
! BIC/CUBIC, Injong Rhee, 

http://www.csc.ncsu.edu/faculty/rhee/export/bitcp/
! Layered TCP (LTCP), 

http://students.cs.tamu.edu/sumitha/research.html
! Hamilton TCP (HTCP), http://www.hamilton.ie/net/htcp/
! TCP Westwood, Mario Gerla, 

http://www.cs.ucla.edu/NRL/hpi/tcpw/
! …
Most of these require only send-side modifications to TCP



17
©2007 Raj JainMS High-Speed TCP Workshop, Feb 4-5, 2007Washington University in St. Louis

Congestion in Datacenter NetworksCongestion in Datacenter Networks

! Bounded delay-bandwidth product
" High-speed: 10 Gbps (now) 100 Gbps (future)
" Short round-trip delays
" 1 Mb to 5 Mb delay-bandwidth product

! Storage Traffic ⇒ short access times ⇒ Low delay
! Packet loss ⇒ Long timeouts ⇒ Not desirable
! IEEE 802.1au Congestion Notification
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Top 10 Requirements for a Good SchemeTop 10 Requirements for a Good Scheme
1. Fast convergence to stability in rates
2. Fast convergence to fairness. Proportional or Max-min

3. Good for bursty traffic ⇒ Fast convergence 
4. Efficient operation: minimize unused capacity. Minimize 

chances of router Q=0 when sources have traffic to send
5. Extremely low (or zero) loss
6. Predictable performance: No local minima
7. Easy to deploy ⇒ Small number of parameters
8. Easy to set parameters
9. Parameters applicable to a wide range of network 

configurations link speeds, traffic types, number of sources.
10. Applicable to a variety of router architectures and 

queueing/scheduling disciplines 
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Transport for Internet 3.0Transport for Internet 3.0
! Internet 3.0 is the next generation of Internet

Internet 1.0 = First 20 years = ARPAnet (1969-89)
Internet 2.0 = 2nd 20 years = 1989-2009

! NSF GENI/FIND project
! How would you design a transport layer today?

" Window vs Rate
" Layered vs Cross-Layer
" AIMD vs Explicit
" Pacing: Removing Burstiness

! Ref: Raj Jain, “Internet 3.0: Ten Problems with Current 
Internet Architecture and Solutions for the Next Generation,”
http://www.cse.wustl.edu/~jain/papers/gina.htm
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SummarySummary

1. Time to transition from implicit feedback, AIMD, and window
2. Handling elephants is easier. Mice are challenging. 

Most of the internet flows are bursty. 
3. Speed of convergence to stability and fairness is important for 

bursty traffic
4. Time to think about traffic management in the next generation 

Internet.
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