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Abstract— Cloud computing is gaining significant attention 
and virtualized datacenters are becoming popular as a cost-
effective infrastructure. The network services are transitioning 
from a host-centric to a data-centric model moving the data and 
the computational resources closer to the end users. To meet the 
dynamic user demands, network operators have chosen to use 
elastic virtual resources to implement network services over 
static rigid physical model. With the advent of  network function 
virtualization (NFV), network services instances are provisioned 
across multiple clouds for performance and load balancing 
purposes. Interconnection of these instances to form a complete 
end-to-end network service is complex, time consuming and 
expensive task. Service function chaining (SFC) is a mechanism 
that allows various service functions to be connected to each to 
form a service enabling carriers to benefit from virtualized 
software defined infrastructure.  SFC is an enabler for NFV, 
providing a flexible and economical alternative to today’s static 
environment for Cloud Service providers (CSPs), Application 
Service Providers (ASPs) and Internet Service Providers (ISPs). 
This paper provides a closer look at the current SFC architecture 
and a survey of the recent developments in SFC including its 
relevance with NFV to help determine the future research 
directions and the standardization efforts of SFC. Finally, the 
paper discusses open research topics in relevance with the SFC 
architecture and demonstrates a need for an analytical model for 
the SFC architecture to achieve the optimal performance. 

Index Terms— Service function chaining, Network function 
virtualization, Optimal placement, SDN, Survey, Multi-cloud. 

I. INTRODUCTION 

In recent years, there is a trend to virtualize the network, 
the storage and the computational resources. However, the 
underlying network is still mostly physically managed. 
Network operators are currently struggling to meet growing 
user and network traffic demands on their traditional networks. 
While end users want constantly declining “cost per bit”, 
Internet service providers’ (ISPs) capital expenditures 
(CAPEX) and operational expenditures (OPEX) for 
increasingly complex network infrastructure are rising [1, 5]. 
Also, recently there has been an exponential growth in the user  
traffic due to the explosion of mobile devices and the 
emergence of novel networking paradigms such as the Internet 
of Things (IoT) [74]. Under such situations network operators 
may benefit from Network Function Virtualization (NFV) 
model, with which the network services can be deployed as 
virtualized services [4, 5]. 

Due to the advancements in the field of cloud computing, 
computational and storage resources are getting deployed 

across geographically distributed areas, bringing such 
resources closer to the end-user bases. In such situations, 
application service providers (ASPs) may improve the end-user 
experience by deploying their services across multiple 
datacenters spread across multiple, geographically distributed 
clouds [1, 2]. However, the current underlying network model 
is static, rigid, and lacking auto-configuration abilities. In such 
cases, network operators may have to face several challenges 
with the traditional ISP networks. These challenges include 
dependence on the physical topology, complex time and 
resource consuming operations (for example, adding, deleting 
or updating services), static path provisioning, and manual load 
balancing among others [14]. However, recent technologies 
such as software defined networking (SDN), network function 
virtualization (NFV) provide operators with the tools to tackle 
existing challenges. Recent advancements in the field of SDN 
and NFV allow ISPs to deploy many network services over the 
virtualized infrastructures [4, 24, 58, 65, 89]. SDN especially 
allows flexible and efficient network forwarding among the 
virtual network functions (VNFs). These VNFs include 
middle-boxes like firewalls, load-balancers, proxy servers, 
deep packet inspectors (DPIs), intrusion detectors and others, 
including core telecom stack [119].  

Advancements in the field of SDN have lead ISPs to move 
to a novel architecture using network function virtualization 
(NFV) [13, 27, 65, 75]. SDN may prove effective in improving 
some aspects of the ISP networks such as security, quality of 
service (QoS) and service level agreements (SLAs) [89-91, 
109]. Though NFV along with SDN provides flexibility to ISPs 
for deployment of their network services; the creation, deletion 
and interconnection of these virtual functions is a challenging 
task due to the dynamic end-user demands and the network 
parameters, and the complexity of the virtual function 
addition/deletion. In addition, virtual functions  may need to be 
executed in a specific order to provide  a complete end-to-end 
network service. The order of execution depends on the type of 
user requests and is highly dynamic in nature [7, 9]. For an 
effective deployment of these virtual functions and scalability 
of the NFV architecture, there is a need for mechanisms, which 
can automatically form the ordered chain of such functions, 
dynamically guiding the user requests through such chains. 
Without such mechanisms, interconnection of these virtual 
network functions is ad-hoc and error-prone task adding to the 
administrative complexities and costs of the existing networks 
and resulting in high OPEX for the ASPs and CSPs [15, 69]. 
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Introducing a new network service or updating the existing 
one is a complicated, time-consuming and expensive task for 
the network operators [68, 69]. This rigidity complicates 
reconfiguration of the contemporary network [4]. Recent 
advancements in network virtualization have made it possible 
for many network services to be implemented as virtual 
functions such as: NATs, Firewalls, Deep Packet Inspectors 
(DPI) and many more [91-93]. The physical infrastructure may 
be shared by these network services. The technology is known 
as Network Function Virtualization (NFV) [40-43]. NFV is a 
great tool to the network operators for more organized 
networks [64, 66]. However, proper interconnection of service 
functions is necessary for the proper flow of the packets in the 
network. Informally, interconnection of two or more service 
functions in the network, for a complete end-to-end service, is 
known as “Service Function Chaining” or simply SFC. 

With the recent explosion in mobile devices, and sensory 
devices due to technologies such as Internet of Things (IoT) 
[73, 83], service providers may benefit from deploying their 
applications across multiple clouds, so that the storage and the 
computational power can be brought closer to mobile user-
bases [67, 68]. This may reduce the total response time to the 
end users and cost to the ASPs by reducing the use of 
expensive WAN links. Service function chaining (SFC) 
enables proper interconnection among the virtual functions (or 
the service functions) spread across multiple clouds. Currently, 
SFC is at a nascent stage of development. There are many 
challenges, which need to be addressed by ISPs and CSPs in 
terms of service function chain deployment to maximize 
benefits of the NFV technology [64, 65, 95].  

Currently, CSPs and ISPs need to manually form ordered 
chain of physical middle-boxes, such as firewalls, NATs, etc. 
They are expected to make sure that the service chains meet the 
policy constraints, the computational and the network capacity 
constraints as well as have acceptable total latency for end-
users. On the fly changes need to be done to these service 
chains, such as deletion or addition of new virtual functions 
depending on user demands. In addition, allocation of 
resources and placement of network virtual functions need to 
be performed dynamically. It is a daunting task for the ISPs to 
scale the model in a dynamic network environment. Hence, 
there is a need for a well-tested, dynamic and automatic service 
chaining model to save the efforts, time and cost to the 
operators [5, 9]. In this article, we summarize the approaches 
that have been studied in the literature towards standardization 
and implementation of SFC. Broadly we classify the research 
for SFC into two domains as: (1) architectural models and 
implementation of SFC, and (2) optimization models for the 
network services and/or virtual functions distribution and 
allocation. Various models have been proposed in the literature 
which optimize different parameters such as cost, end-to-end 
latency, network traffic, network bandwidth, energy, overall 
resources required and others. Such models are necessary for  
the operators 1) to achieve the optimal performance of the 
networks, 2) to satisfy the user demands in a timely manner, 3) 
to accommodate the dynamic SLAs, and 4) to minimize the 

costs for the operators. We observe that there is a dearth of 
analytical studies and optimization models for such the SFC 
implementation approach. On the contrary, the optimal models 
suggested for placement of the virtualized network functions 
(VNFs) lack practical values and need modifications to suit to 
the SFC framework. There is a need for the combined study of 
these problems with the practical implementation and the 
analysis of the results. 

 The remaining of the paper is organized as follows. In 
Section II, we explain simple use cases of service function 
chaining and demonstrate the need for optimization. Section III 
describes the scope of SFC and its relevance with NFV. We 
also outline the major terminology defined in the standards to 
better understand the SFC discussion in subsequent sections. 
Section IV describes the SFC architecture. We discuss the 
major developments in the field of SFC and its practical 
implementations as a major enabler for NFV. We also have a 
closer look at the various architectures proposed by ETSI, 
IRTF, IETF and ITU-T. Section V describes the optimization 
strategies studied in the literature, which can be adopted to suit 
the SFC architecture. We argue this is an important step for 
efficient and flexible service chains. In Section VI, we discuss 
open research topics in the field of SFC and possible future 
research directions. Finally, we conclude the paper. We 
provide description for all the acronyms used in this article in 
Table 1. 

TABLE I.  ABBREVIATIONS USED IN THE ARTICLE 

Acronym Description 

ASP Application service provider 

CAPEX Capital expenditures 

CDN Content distribution network 

CSDL Cloud service declarative definition language 

CSP Cloud service providers 

DC Datacenter 

DPI Deep packet inspector 

ETSI European Telecommunications Standards Institute 

IaaS Infrastructure as a service  

IEEE Institute of Electrical and Electronics Engineers 

IETF Internet Engineering Task Force 

IoT Internet of Things 

ISP Internet service provider 

IRTF Internet Research Task Force 

ITU-T International Telecommunication Union 
Telecommunication Standardization Sector 

MPI Message passing interface 

NAT Network address translator 

NF Network function 



NFF Network function forwarder 

NFV Network function virtualization 

NFVI Network function virtualization infrastructure 

NFV-
MANO 

NFV Management And Orchestration 

NMS Network management system 

NP Nondeterministic polynomial 

NS Network service 

NSH Network service header 

NVF Network virtual function 

OA&M Operations, administration and management 

OF OpenFlow 

OPEX Operational expenses 

PaaS Platform as a Service 

PM Physical machine 

QoS Quality of service 

SDL Service description language 

SDN  Software defined networking 

SF Service function 

SFC Service function chaining 

SFCC Service function chaining controller 

SFCR Service function chaining router 

SFF Service function forwarder 

SFP Service function path 

SLA Service level agreement 

SMI Service measurement index 

SWA Software architecture 

USDL Unified service description language 

VF Virtual function 

VIM Virtualized Infrastructure Manager 

VM Virtual machine 

VNF Virtual network function 

VNFC Virtual network function component 

VNFFG VNF Forwarding Graph 

VNFM VNF Manager 

WSDL Web service description language 

 

II. SERVICE FUNCTION CHAINING: USE-CASE 

In this section, we present simple use-cases of the service 
function chaining model. Then, we discuss the relevance of 

SFC with NFV and demonstrate the need for the optimal 
service function placement for the best use of the network 
capacity and for minimum response time. Finally, we 
demonstrate the need for various optimization models and an 
exhaustive analytical study of the SFC architecture. 
Optimization models may optimize various network 
parameters, such as, total allocated bandwidth, total end-to-end 
delays or total deployment cost. It is important to note that the 
examples presented are just illustrative examples, with many 
other optimization problems still open for SFC. Also, the scope 
of SFC is not only limited to the network services. SFC 
architecture is equally important for the transport services, 
multimedia services as well as application services. 

Maintaining these service chains manually, however, is a 
tedious, expensive and error-prone task due to its dynamic 
nature. Other challenges include optimal placement of service 
functions to reduce the delays or/and minimize the required  
network capacity, allocation of the user demands to the service 
functions, and routing of traffic through  different service 
functions with a focus on resource allocation. Scattered and 
multiple instances of service functions mandate user requests to 
travel through various service functions forming dynamic 
service chains [8, 9]. The SFC model needs to be flexible 
enough to accommodate the dynamic user demands and service 
policies. For example, users may be mobile and their position 
can  change rapidly (such as a user travelling in a car while 
using the service),  and the policy can vary based on latency so 
stringent latency constraints is applied on a video service. In 
addition, allocation of resources and placement of network 
virtual functions needs to be performed dynamically and 
automatically. Automation in SFC can save significant time 
and may result in significant OPEX saving for operators, such 
as reduction in administrative cost. However, such automation 
needs to be governed by optimization strategies to choose the 
optimal parameter values such as cost, end-to-end latency, 
network traffic, network bandwidth, energy, overall resources 
required and others for an improved end-to-end performance. It 
is important to note that optimization models may not scale for 
the larger networks and researchers will have to come up with 
the approximation algorithms to scale better. This will result in 
a carrier-grade SFC model which is reliable enabling high- 
availability and fault tolerance. 

 



Figure 1. (a) Motivation: Non-optimal placement of Service Functions 

 
Figure. 1.   (b). Motivation: Savings in network link capacities with optimal 

placement of Service Functions. 

 Figure 1 demonstrates with a simple example how link 
capacities and total delays to the end customers can be reduced 
with the optimal placement of service functions in the given 
network. Figure 1 shows a regional office for a hypothetical 
ASP, with its service available to users via Internet. The 
service consists of three virtual functions, that is, a firewall, a 
proxy-server and a business logic component in a given order. 
Depending on  the deployment sites of these virtual functions, 
the traffic flows have to travel through different links and 
eventually different paths. This is a common case in the current 
network due to the distributed nature of the physical resources 
and the end users. First path (dashed red line in Figure 1-a) is a 
result of the non-optimal placement (maybe due to manual 
placement); however, the second path (dotted green line, 
Figure 1-b) is the optimal solution, saving link capacities and 
delays. Errors in service placement may induce more delays, 
complex reconfigurations and increased OPEX and CAPEX. 

Let us now consider a case of a cloud service provider 
(CSP), providing a distributed micro-datacenter abilities for its 
mobile users. These micro-clouds, deployed across the edges, 
may have only web servers installed on them for quick updates 
to the users. This has led to the concept of micro-clouds at the 
cellular base stations [94]. This is becoming a common 
scenario in 4G/5G networks. ASPs and ISPs may benefit from 
lesser costs and better end-user experience. For example, an 
ASP such as Netflix, may store its favorite user videos at the 
micro-clouds implemented at the cellular base-stations for 
quick access to the end users. In such case, Netflix may also 
benefit by saving expensive WAN bandwidth. However, the 
database servers and resource-intensive computing servers are 
deployed on the clouds located at core locations. In such cases, 
the user request have to travel through multiple clouds to get 
fulfilled. For example, user from user-base 1 has to travel along 
the path represented by the solid black line (as it needs access 
to the database or the computing servers) and user from user-
base 2 has to travel along the path represented by the dotted red 
line (as it needs quick response from the web server only), as 
shown in Figure 2.  

 
Figure. 2.  SFC use case at Application level across multiple-clouds. 

Path selection depends upon the type of services desired by 
the end-users. In such cases, proper service chains need to be 
formed and operated across multiple clouds at the application 
level. SFC may be a major enabler for the recent networking 
paradigm such as IoT, which is gaining popularity rapidly. IoT 
deals with a huge amounts of data (big-data) which needs to 
traverse through multiple applications or services [73, 79]. SFC 
has the potential to be an important tool for the dynamic 
steering of IoT-related big-data.. 

Being in the initial stage of the development, SFC faces 
several challenges, for example, dynamic service chain 
formation, optimal service function placement, enforcing 
policies and SLAs, physical topology independence, dynamic 
traffic steering and several others. Hence, there is a need for 
analytical model for SFC architecture, so that the nature of the 
complete system can be studied theoretically. The analytical 
models may help operators obtain close-to-optimal 
configurations. The contemporary static model is inherently 
bound to the underlying network topology [6, 8]. A small 
change in the user demand or a new service policy mandates 
the operators to change the topology, which they are hesitant to 
do due to the system complexity and the possibility of errors. 
Hence, automation with optimization is necessary to save the 
network operators from these hassles [48]. In the next section, 
we discuss the scope of SFC and its relevance with NFV for 
better insights. 

III. NFV AND SFC: A PRIMER 

Efforts to deploy the SFC architecture for dynamically 
created virtual services has gained significant traction recently 
in both research communities and standardization bodies [14, 
40, 45, 72]. ISPs and ASPs seek to offer advanced services 
beyond the basic connectivity, while optimizing the 
infrastructure use and the operational efficiency. SFC 
architecture provides a service to the NFV model by 
interconnecting different virtual functions (or service 
functions) in a specific order [77, 79]. Hence, it becomes 
imperative to get familiar with the NFV model to better 
understand the challenges associated with the SFC. A brief 
look at the NFV architecture proposed by the European 



Telecommunications Standards Institute (ETSI) is provided in 
this section. 

ETSI has been working on standardizing the NFV model 
since 2012 [42]. As described by ETSI, “Improved capital 
efficiencies and flexibility in deploying network services as 
compared to the dedicated hardware implementations are the 
major objectives of the NFV”. A commercial-off-the-shelf 
(COTS) hardware may be used to implement the service 
functions through software virtualization techniques [40]. This 
achieves scalability as well as independence from the 
underlying physical topology by allowing software and 
computing resources to be located at the most appropriate 
places [41]. Improved operational efficiencies, reduced power 
usage are among the many other objectives to be achieved with 
NFV. A significant amount of work has been done by ETSI for 
monitoring and orchestration of NFV. As a result, NFV 
MANO framework has been developed [105]. ETSI is also 
addressing the problem of connectivity among VNFs and 
proposing the use of VNF Forwarding Graph (VNFFG) to 
depict the chains of VNFs. Many organizations, vendors, 
operators, and service providers are currently working on this 
problem and have started proposing solutions. Open Source 
MANO (OSM), an ETSI-hosted project to develop an Open 
Source NFV Management and Orchestration (NFV-MANO) 
software stack aligned with ETSI NFV, is a good example of 
such efforts [105]. The VNF manager (VNFM) works in 
concert with other NFV-MANO functional blocks, such as 
virtualized infrastructure manager (VIM), to help standardize 
VNFs and increase the interoperability of these functions of 
virtual networking. A high-level NFV management framework 
given by ETSI is shown in Figure 3.  

 
Figure. 3.  High level VNFM architecture proposed by ETSI. 

The major components of the NFV model include Virtual 
Network Functions (VNFs), or simply virtual functions (VFs), 
which are the software implementation of the network 
functions, such as a Firewall, a DPI and others. These functions 
run over Network Function Virtualization Infrastructure 
(NFVI). NFV management and orchestration module focuses 
on virtualization specific management tasks of the NFV 
architecture [40]. A framework for NFV comprising the policy 

architecture has been proposed by the IRTF in [72]. Other 
examples include projects lead by Metro Ethernet Forum 
(MEF) [106] and OpenStack [107]. Detailed discussion on 
NFV is out of scope of this article. For more detailed 
discussions on NFV, please refer to the works such as [45, 64-
66]. With a quick review of NFV architecture we now focus on 
the advancements in the field of SFC. Internet Engineering 
Task Force (IETF) has taken the initiative towards 
standardization of the SFC architecture. In this paper, we adopt 
IETF’s definitions for several important terms [14]. To better 
understand the proposed architecture by IETF in later sections, 
we first try to understand some of the important terms defined 
by IETF. 
A. Service Function Chaining Definitions: 

• Network Service: Network Service is an offering 
provided by an operator that is delivered using one or 
more service functions. This may also be referred to as 
a composite service. Network service is a complete, 
end-to-end functionality provided by the network 
operator such as “network protection system”.  A 
network service may comprise of one or more virtual 
functions or service functions, for example, a firewall, 
a deep packet inspection (DPI) and a virus scanner in 
the case of “network protection” system. 

• Service Function: A function that is responsible for 
specific treatment of received packets. A service 
function can act at various layers of a protocol stack 
(e.g., at the network layer or other OSI layers). As a 
logical component, a service function can be realized 
as a virtual element or be embedded in a physical 
network element. One or more service functions can be 
embedded in the same network element. Multiple 
occurrences of the service function can exist in the 
same administrative domain. If we consider the 
example of “network protection” system as a service 
provided by an ASP, as explained above, then its 
components, that are, the firewall, the DPI and the 
virus scanner would be its components and called as 
service functions. 

• Service Function Chain: A service function chain is an 
ordered or partially ordered set of abstract service 
functions (SFs) and the ordering constraints that must 
be applied to packets, frames and/or flows selected as 
a result of classification. The implied order may not be 
a linear progression as the architecture allows for 
SFCs that copy to more than one branch, and also 
allows for cases where there is flexibility in the order 
in which service functions need to be applied. The term 
service chain is often used as shorthand for the service 
function chain. For example, in Figure 4, XYZ.com is a 
web service, a network service provided by some ASP. 
It consists of two service functions:  a proxy and a web 
server. A mandated flow from the proxy to the web 
server is a service chain.[9] 



 
Figure. 4.  Network Service, Service Functions and Service Chain. 

B. Problem Space: 

While developing a scalable, dynamic and automated SFC 
model, several problems need to be addressed. Some of the 
major problems identified in the context of SFC framework are 
as follows [14]. 

• Topological Dependencies: Since most of the service 
functions are implemented at the hardware level, such as 
the firewalls, the load-balancers, etc., these service 
functions are coupled with the underlying physical 
topology. Service functions need to be added or deleted 
from the chains and often need to follow  a strict ordering. 
Hence, deletion or addition of these functions gets 
extremely complicated as it may require changes in the 
physical topology as well, such as the addition or the  
deletion of new links and/or traffic engineering. It prevents 
the network operators from optimally utilizing the network 
resources. 

• Configuration Complexity: Dependence on the physical 
topology leads to the use of static service deployments and 
static service function chains. Simple actions such as 
changing the order of the service functions may require 
changes to the physical topology, which are generally 
complex and time consuming. This results in slow service 
provisioning, misconfigurations of the services and sub-
optimal utilization of the resources. 

• Flexible Service Delivery: The dependence on the 
topology also results in limited flexibility of the service 
delivery as it may demand significant changes in the 
current network configurations. Network operators have 
no consistent way to impose and verify the placement and 
ordering of the service functions. 

SDN is characterized by its three features, which are (1) 
abstraction of hardware (2) Centralization of policy and control 
(3) programmability. It is worthy to note that the problems 
above have been present in networks for a long time. Advances 
in SDN have already addressed most of these aforementioned 
problems [27, 58]. Since NFV deals with implementing the 
network services as software, SDN plays an important role in 
the orchestration of NFV [58, 65, 110]. However, SFC 
architecture has some unique features, which mandates these 
issues to be revisited. This is due to the fact that SFC deals 
with the resources spread across multiple data centers in 
geographically distributed areas. The problem of function 
placement with service chaining, though similar in nature, has 

significantly different characteristics. For example, SFC is an 
abstracted view of the ordered service functions, which may or 
may not be virtual. The order in which the functions need to be 
visited is defined by the traffic flows dynamically. This is a 
unique feature of service function chaining architecture and 
may impose additional constraints such as dynamic traffic 
steering, ordered flow of services, dynamic path selection and 
others on the already proposed optimization solutions in the 
literature[81]. 

Other issues include consistent ordering of service 
functions, application of service policies, transport dependence, 
limited end-to-end service visibility, and deployment of multi-
vendor service functions [8, 14]. Now, services may be 
deployed as a software in a virtualized form, called as virtual 
network functions (VNFs) and these  functions may be moved 
across the network, without changes in the actual physical 
topology [13, 40, 96]. In the subsequent sections, we describe 
the approaches for a systematic SFC architecture and 
implementations to alleviate the aforementioned problems in 
the SFC architecture. ITU-T has addressed a similar set of 
problems while specifying the cloud computing infrastructure 
requirements [44]. Extending the work of ITU-T, ETSI 
proposes the use of Network Function Forwarding Graphs 
(NF-FG) and VNF-FG to provide interconnection and proper 
packet forwarding among virtual network functions [42, 43]. In 
the next section, we focus on the architecture proposed by the 
IETF for the implementation of service function chains, which 
has been built on top of the NFV architecture proposed by 
ETSI [40-43]. 

IV. SERVICE FUNCTION CHAINING ARCHITECTURE 

In this section, we discuss the architectural approaches 
proposed towards the implementation and automation of SFC 
in multi-cloud environments. The aim is to address the 
problems mentioned in the previous sections, so that service 
deployment is less complex and less expensive. At the end of 
the section, we look at the practical implementations of the 
SFC framework, based on the architectural approaches 
presented earlier in this section.  

A. Service Description and Discovery: 

The first step towards implementation of a successful SFC 
model is to discover and describe the network services. A 
significant amount of work has been done and is being carried 
out for service description and standardization, especially for 
web services. Before we delve into the architectural aspects of 
SFC, first we need to focus on standard ways to describe and 
locate the network services. One of the most prominent ways 
for the service description in the Internet is Web Service 
Description Language (WSDL) [16, 48]. As mentioned by 
John et al. [48], WSDL helps define web services from a 
technical perspective, including the aspects of a service, its 
interfaces, operations, endpoints, binding, and type 
definitions. Web service description languages provide a 
distributed computing infrastructure for both intra and inter-
enterprise application integration [17, 48]. However, service 
function chains can be considered as a particular case of 



service compositions. WSDL is not sufficient for the 
specification of network services [48]. For example, current 
WSDLs may not support dynamic traffic steering among the 
various branches of the service functions, which may be 
formed due to SFC. Beek et al. and O'Sullivan have focused 
on the definition of non-functional properties of the electronic 
services with the purpose of improving the technology of 
automated service discovery, comparison, selection and 
substitution [18, 19]. Based on this work, Cardoso et al. [20] 
proposed a Unified Service Description Language (USDL) 
aiming to describe Internet services from business, operational 
and technical perspectives. USDL has significant applicability 
to Internet service discovery, comparison, evaluation and 
management, enabling rigorous decision-making by service 
requestors [16]. 

There has been significant work done towards Cloud 
Services as well. As defined by Sun et al. [16], cloud service 
declarative definition language (CSDL) [21], SUN [22], and 
SMI [23] focus on the description of the services in the clouds. 
Sun et al. [16] provide a detailed description and discussion 
for these languages. The service description languages (SDLs) 
developed so far fail to adapt to the contemporary elastic 
service environments. New data center network and cloud 
architectures require more flexible SDLs. Web service 
orchestration has been widely studied already [49, 59] and 
virtual function chaining problem is similar to it in nature, as 
both problems tackle the issues of interconnection to multiple 
instances of the functions or services. However, as stated by 
Sun et al. [16], there is a lack of a comprehensive specification 
model for cloud services covering multiple perspectives. The 
semantic expressivity should also be considered as one of the 
most important dimensions while developing specification 
models for cloud services since SFC has additional constraints 
to be satisfied, such as QoS, SLAs, and policies. 

Establishing and maintaining the interconnection among 
virtual functions is not the only challenge in the SFC 
architecture. Updating the service chains is even more 
challenging task. With the recent outburst of mobile apps, 
network traffic has become extremely dynamic and users 
expect seamless dynamic changes in the underlying network. 
SFC architecture should be able to modify the underlying 
service chains as per the traffic demands. Recent work in the 
domain of network programming languages (such as Pyretic 
[24] and Maple [25]) shows how to implement network 
functionality by controlling the flow space in an OpenFlow 
switch in a programmatic manner. However, this needs to be 
adopted to suit the specific requirements of the SFC 
architecture. In the rest of the section, we discuss 
advancements towards development of service function chains 
to enable agile service flow modifications to support elastic 
service delivery. 

B. SFC Architecture: 

IETF has taken initiatives towards developing the formal 
architectures for SFC. The IETF has been building on top of 
the basic NFV architecture proposed by ETSI. With NFV 

architectural framework, ETSI has outlined the architecture to 
support VNF operations across different hypervisors and 
computing resources. ETSI has proposed a software 
architecture with VNFs as a building block to construct VNF 
forwarding graphs. The aim is to redirect the traffic correctly 
and efficiently in the network. ETSI has also proposed 
interfacing of the management and the orchestration of NFV 
with other management systems such as Element Management 
System (EMS) or Network Management System (NMS). NFV 
Infrastructure (NFVI) is central to the framework which 
supports the execution of VNFs [42, 43]. 

Figure 5 shows how end-to-end communication happens in 
a network service, where Point A is a start point and Point B is 
an end point. This is achieved using a VNF forwarding graph 
(VNFFG), or simply NFF, as shown in Figure 5. The end 
points are connected to the network functions via the available 
network interfaces. Virtualized network functions run on top 
of the underlying hardware resources. Such intermediate 
forwarding elements, called as Network Function Forwarders 
(NFF), are necessary as the network traffic needs to be steered 
dynamically. NFF acts like a building block for the VNF-FG. 
A VNF (or simply NF) may be composed of one or multiple 
components and appear as a single box from outside the 
system. 

 
Figure. 5.  End-to-End communication using VNF Forwarding Graphs (VNFFG). 

The SFC architectural approach proposed by IETF (Quinn 
and Elzur) [7] suggests implementation of the data-plane for 
carrying information along the service path. Use of Network 
Service Header (NSH) has been proposed for the same. NSH 
may be considered as an enabler of the NFF concept. NSH 
contains metadata and service path information that are added 
to a packet or frame and used to create a service plane. The 
packets with the NSH are then encapsulated in an outer header 
for transport. The service header is added by a service 
classification function – a device or an application – that 
determines which packets require servicing, and 
correspondingly which service path to follow to apply the 
appropriate service. Implementation of NSH provides a 
mechanism to carry the information flow from one forwarding 
element to the next, which is important to steer the traffic 
along the correct path. The NSH-aware nodes may add, 



remove or update these headers. Generally the first node in the 
chain adds these headers and last node in the path removes 
these header fields. 

 

Figure. 6.  System Function Chain Architecture and Components. 

Base header provides the service chain path information and 
intermediate nodes called as “Service Function Forwarder” 
(SFF) might use it to determine the service path information 
(Figure 6). SFF is a node in the service function chain, which 
implements NFF. These headers can be used to embed the 
service policy selection information. For example, a “context” 
field in the header can be used to embed the local policy related 
information. Proxy nodes can be used to accommodate NSH-
unaware nodes in the network for backward compatibility. 
Thus, NSH helps to achieve topology independence with 
metadata sharing. Detailed description of header fields is out of 
scope of this article; however, readers may refer the draft [7] 
for more details. 

C. Service Function Paths: 

At an abstract level, the service function chain is an 
abstracted view of a service that specifies the set of required 
SFs as well as the order in which they must be executed. 
Service function chains may start from the origin of the service 
function graph (i.e., node 1 in Figure 7), or from any 
subsequent node in the graph. SFs may, therefore, become 
branching nodes in the graph, with those SFs selecting edges 
that move traffic to one or more branches, depending on user 
service demands. Service function chains may have more than 
one termination points [8] as well, as shown in Figure 7. A 
service function path (SFP) is a mechanism used by service 
chaining platform to express the result of applying more 
granular policy and operational constraints to the abstract 
requirements of a service function chain [7]. The SFC 
architecture introduced by Halpern and Pignataro proposes the 
use of network function forwarder (NFF) to determine SFPs 
dynamically and enforce the policies at run time (Figure 7) [8]. 
NFF performs similar tasks as VNF-FG proposed by ETSI as 
defined earlier in [8, 70]. 

 
Figure. 7.  Network Service, Service Functions and Service Chain. 

Further, the architecture allows two or more SFs to be 
attached to the same SFF, and possibly connected via internal 
means allowing more effective communication. A SFC control 
plane may be implemented to provide an SFC-enabled domain 
wide view of all available service function resources as well as 
the network locators through which they are reachable. Also, 
the SFC control plane will provide requisite SFC data-plane 
information for the SFC architecture components [7, 8]. In the 
next sub-section, we describe various implementation efforts 
towards a feasible and practical SFC platform. We observe that 
these proposed designs implement the concepts of SFFs for 
dynamic traffic steering and provide some customizations. 

D. Implementation Perspective: 

The SFC model needs to be adapted to fit in the carrier-
grade telecommunication networks. There is a need for a 
systematic way to study and implement the SFC platform for 
carrier networks. It is important to have a quick look at the 
practical implementations of SFC which are available in the 
literature, so that the practicability of the architectures 
proposed so far may be tested. Scalable and dynamic traffic 
steering capabilities proposed in the practical implementation 
of the SFC model could help the middle-box deployment and 
establishment of SFC platform for the network operators [105-
108]. Below we discuss some of the approaches for the 
development of the SFC model, especially using the 
advancements in the field of SDN [2, 5]. 

To be able to steer traffic based on the preconfigured 
service policies and placement of functions, there is a need for 
traffic steering policies. Quinn and Nadeau, have proposed 
baselines in IETF drafts [14]. Going a step further, Zhang et 
al. [6] demonstrate the need for steering traffic at the 
granularity of subscriber and traffic types. The authors  
propose an approach “SDN inline services and forwarding 
(StEERING)” based on SDN. The focus is mostly to steer the 
traffic among subscribers, network services and the Internet. 
Service chaining problem is addressed in this work by reusing 
OpenFlow multiple tables [26].  



 
Figure. 8.  System Architecture of StEERING. 

The concept is that of placing OpenFlow switches on the 
periphery of the service delivery network and configuring these 
switches for the various flows using an OpenFlow controller. 
These switches are expected to classify incoming traffic and 
steer them to the appropriate service. StEERING architecture is 
shown in Figure 8. StEERING consists of two modules, a 
standard OpenFlow controller and a logic controller which 
periodically runs to determine the best location for the inline 
services. OpenFlow controller classifies and forwards the 
incoming flows to the proper channel. Policies are determined 
using the packet headers or packet payloads such as a URL. 
This is a novel and practical approach but a limited one. For 
example, the issue of dynamic resource allocation has not been 
addressed in the design, which is equally important as dynamic 
traffic steering. 

Scalability in StEERING is achieved by avoiding the 
exponential growth of the forwarding rules with the network 
flows [6]. This is achieved with the help of specific design 
choices to reduce the states to be maintained at each switch 
such as using multiple tables and introducing new meta-data 
types. In addition, a greedy heuristic is implemented for the 
placement of the inline services to minimize the delays for the 
end users. Authors validate the prototype with the 
measurements from a lab setup and a simulation model. Al-
Fares [33] presents a scalable network architecture for the 
datacenters, especially from the multi-cloud perspective. 

Blendin et al. [13] propose mapping packets to service 
chains at the edges and forwarding them to service instances 
using OpenFlow. Use of IP addressing at ingress and egress 
routers is proposed for proper mapping at the edges, however, 
forwarding inside the OpenFlow network is strictly layer-2 
based. The high level architecture of the proposed solution is 
depicted in Figure 9. The concepts of service function chaining 
controller (SFCC) and the service function chaining router 
(SFCR) have been introduced in this work to separate the 
functionality in various layers. Design approach for SFC 

proposed in [13] addresses on-demand policy change and path 
selection based on the policy. 

 
Figure. 9.  System Architecture proposed by Blendin et al. 

Quinn and Guichard propose an architecture based network 
service headers to construct topological independent service 
paths needed for the end-to-end service function chains [82]. 
However, besides the SFC implementation itself, placement of 
the network services and virtual function in the given network 
are equally important to improve the network resource 
utilization and the end-to-end delay to the end users. Another 
important problem related to SFC is the resource allocation. In 
the next section, we discuss some of the important research 
work, especially from the optimization perspective. These 
techniques need to be studied in detail and tailored to address 
issues of the SFC architecture mentioned earlier. 

V. SFC: OPTIMIZATION APPROACHES 

Various solutions discussed so far towards the 
standardization and implementation of SFC have addressed 
the unique and unprecedented challenges imposed by the new 
Service Chaining architecture. However, they lack analytical 
models and performance analysis techniques for the proposed 
solutions. Besides the practical implementation of NFV and 
SFC, emphasis on optimal and automatic placement of the 
network services and mapping of these services to the 
available resources over the underlying physical or virtualized 
hardware is equally important. Placement of virtual functions 
and network services in the given network to minimize end-to-
end latency for end users is becoming an important problem, 
especially considering QoS and SLA constraints. 

By addressing various optimization models below, we 
make an attempt to address the different challenges in the SFC 
architecture, discussed in Section III-B. These problems have 
been identified in [10] as major challenges for practical 
implementation of SFC. Such models address important 
problems in the multi-cloud environment, such as cost, energy 
consumption, network traffic volume, latency and many 
others.  An important point to note is that the following 
optimization studies, though not directly applicable to the SFC 
architecture, can be applied to service function chaining (SFC) 
by addressing the extra constraints imposed by SFC model. 



A. Network Latency Minimization: 

Latency is an important factor in measuring the network 
performance. Total latency in the network needs to be 
minimized, in any kind of network, including SFC architecture. 
Different users can tolerate various amounts of delays and 
ASPs should be aware of the users’ categorization. Multiple 
instances of the VNFs as per users’ locations and their 
concentration is one way to minimize the latencies in the 
network. A set of heuristics is presented in [61] to present a 
constrained mirror placement approach in Content Distribution 
Networks (CDNs) to minimize the latencies. The authors 
demonstrate that the results can be obtained for the resource 
allocation problem within acceptable time limits in a real time 
scenario with little compromise in the solution quality. The 
focus of the proposed optimization model is primarily on the 
network latency. Additional algorithmic approaches such as 
“Min K-Center” and “l-Greedy” are used in addition to the 
sub-modular set cover to reduce the computational 
complexities and the execution time with little compromise in 
the solution quality.  

An approach for reducing control traffic in managed 
network has been proposed in [11] to reduce the total network 
latency. The authors propose to divide the larger networks into 
smaller sub-networks to limit the broadcast domains of the 
control traffic leading to reduction in latency. However, the 
integer linear programming (ILP) model needs to be modified 
to cater to the needs of SFC architecture. A primitive study of 
response time optimization for function chaining has been done 
in [62], however, similar research in other areas of 
optimization in SFC, needs to be carried out. 

A server selection scheme based on the optimal routing is 
another approach to reduce the response time or total latency 
[3]. A trace-driven simulation method is used in [3] to 
demonstrate the results and improvements by the proposed 
scheme. The work relies on the complete path from source to 
destination incorporating the network delays rather than just 
considering the shortest distance as a selection criteria. The 
authors try to minimize the cost function, that is total delay Dij 
between nodes i and j (given below), where Cij is the link 
capacity, dij is the propagation and processing delay and Fij is 

the amount of data on the link. The problem considered is an 
optimal routing problem for Content Distribution Network 
(CDN) architecture. Authors present simulation results, 
especially, to measure the response time of HTTP requests. 
For this purpose, they have considered WorldCup98 logs for a 
specific day and requests were collected across four different 
servers in USA and Europe [3].  

 

 

The problem of location of the VFs and allocation of the 
resources to VFs in the service function chain is, though 
similar in nature, inherently different in principle. For 
example, in a service function chain, one needs to consider not 
only the identification of controller locations and allocation 
scheme but also the interconnection among the network 
service instances and its impact on service level agreements 
(SLAs). Also, parameters such as datacenter capabilities and 
inline service demands need to be considered as well, which 
may affect the network service distribution in the clouds [87]. 

B. Resource Utilization Optimization: 

Since cloud resources are expensive, resource optimization 
in the network has always been a major concern in the 
research, and SFC framework is no exception. User demands 
and user locations in the contemporary networks are highly 
flexible. This is due to the recent outburst in the usage of 
mobile devices [60]. As a result, frequent changes to the 
deployment of the resources need to be done. Dynamic 
resource allocation of the VMs and eventually of the network 
services and virtual functions is another problem of significant 
importance. Various resource allocation algorithms have been 
proposed in the literature so far [76]. Dynamic resource 
allocation to perform task scheduling of virtual machines on 
the servers in data centers has been proposed in [10]. The 
authors initially discuss major design challenges for network 
aware resource allocation system. Such challenges are outlined 
in Table II. Finally authors provide scheduling technique to 
schedule VMs on processors to minimize total communication 
cost. The focus of the work has been on the network aware 
resource allocation, and cost as well as power minimization.  

TABLE II.  CHALLENGES IN NETWORK AWARE RA SYSTEM 

 

Data Locality [30, 62, 97] 
Providing data-aware scheduler 

Data Intensive  Apps 
Move Data vs. Move Apps 

Internal DC Network  
Reliability [33, 36] 

Design of a resilient virtual network 

Complexity Vs. efficiency 
Enforcing SLAs 

SDN Design  
Challenges [25, 27, 32, 54, 76] 

Reliability 
Scalability 
Visibility 
Controller placement problem 

𝐷𝐷𝑖𝑖𝑖𝑖 = 𝐹𝐹𝑖𝑖𝑖𝑖
𝐶𝐶𝑖𝑖𝑖𝑖 −𝐹𝐹𝑖𝑖𝑖𝑖

+ 𝑑𝑑𝑖𝑖𝑖𝑖  × 𝐹𝐹𝑖𝑖𝑖𝑖                                (1) 



Under-utilization of the network resources is a frequent 
problem in the dynamic resource allocation case due to 
frequent changes to the deployed resources and ad-hoc 
deployment of the resources by network operators. Scheduling 
schemes are presented in [85, 86] for the placement of network 
functions so that the resource utilization can be optimized. 
Dynamic resource allocation problem in cloud computing to 
optimize utilization of network resources and lengthy response 
times has been considered in [37, 78]. A distributed multiple-
criteria decision analysis approach is proposed, where node 
agents, which are tightly coupled with the physical machines, 
carry out the configuration task.  

Every node agent observes the local resource usage of the 
physical machine (PM) and performs the configuration step, 
which is carried out in three steps as VM placement, VM 
selection and VM migration. The process of dynamically 
allocating VMs to PMs and maintaining resource distribution 
among VMs to meet their resource requirements is modeled as 
a distributed process carried out by individual node agents in 
the system. The three-step approach helps to reduce 
underutilization of the network resources and the distributed 
approach of the algorithms helps in achieving the scalability 
[37]. 

A design, implementation and evaluation of resource 
management systems based on OpenStack [31], an open-source 
cloud platform, has been presented in [39]. Authors 
demonstrate the applications of the proposed heuristic from 
practical implementation perspective. The proposed solution 
has been divided into two major components, that is, Initial 
Placement Controller and Dynamic Placement Controller. 
OpenStack least-cost scheduler is used in the initial phase [31]. 
The dynamic placement controller continuously adapts the 
placements of the virtual machines through live-migration. 
Though the proposed solution has been demonstrated in 
practical environments, the selected approach of VM migration 
may prove resource intensive. Authors in [84] propose a model 
for efficient virtual function placement and forming optimal 
service chains to reduce overall resource utilization. Various 
NFV aware optimal resource allocation approaches have been 
proposed in [100-104]. For example, Basta et al. apply SDN 
for the service function placement problem using NFV in LTE 
mobile networks [104]. Authors in [101] optimize the total 
traffic for optimal network resource utilization. Such 
approaches are necessary to reduce the overall cost and energy 
consumption in NFV scenario.  

C. Cost Minimization: 

SFC architecture is a replication based architecture where 
multiple replicas of service functions need to be deployed 
across the network. Selecting servers or host machines to 
deploy the service functions is an important problem as far as 
limited infrastructure resources are considered. To begin with, 
the most important question to be answered is what kind of and 
how many of the virtual machines are to be installed, as well 
as, at what locations these VMs need to be deployed to satisfy 
all the user demands so that the total reservation cost is 

minimized. The problem has been proven to be NP-complete 
[102]. An approximation algorithm over sub-modular set cover 
(SSC), with its approximation bounds has been presented in 
[12, 80] and its performance has been demonstrated close to 
optimal. The proposed algorithm can be used by both 
enterprise and cloud service providers in real time environment 
to reduce costs or for a higher degree of resource sharing. 
Resource requirements are considered in terms of memory, 
computational power and disk space. With these simplified 
configurations, resource requirements can easily be mapped to 
the nearest available configuration and the complexity 
associated with heterogeneity of the resource is minimized 
[102]. 

A similar problem of optimizing resource allocation for 
multimedia cloud has been studied in [30] to reduce the overall 
cost. Using a queuing model, a priority service scheme in a 
multimedia cloud datacenter has been modeled. Three 
concatenated queuing systems are proposed by the authors: (1) 
schedule queue, (2) computation queue and (3) transmission 
queue. The optimization problem has been divided into two 
sub-problems which are resource-cost minimization problem 
and service-response time minimization problem. In the first 
part, the authors try to minimize the total resource cost by 
jointly optimizing the scheduling rate at the master server, the 
computing rate at the computing server, and the transmission 
rate at the transmission server, subject to the stability constraint 
in each queuing system. The authors also consider the service 
response time constraints for each class of service. The 
problem has been proven to be a convex optimization problem 
and use of primal-dual interior point method has been proposed 
to reach a solution. In the later part, the authors try to minimize 
the total response time for the end users with multimedia traffic 
[30]. 

D. Power/Energy Minimization: 

Studies have shown that the energy is one of the most 
significant factors in the OPEX of datacenters and clouds. For 
cloud providers, it is important to reduce the energy 
consumption to reduce costs as well as improve reliability of 
networks [55, 56]. Hence it is important to have a look at the 
options for the energy minimization in the SFC framework. We 
have a quick look at the important research work done for 
energy minimization in multi-cloud environments, which may 
be applied to the SFC framework. 

To reduce power consumption in the clouds, power-aware 
provisioning of virtual machines for real-time cloud services 
has been proposed in [56]. Proposed Adaptive-Dynamic 
Voltage Scaling (DVS) and δ-Advanced-DVS schemes 
demonstrate profits with reduced power consumption. When a 
datacenter receives a request from resource broker, it returns 
the price for service-provisioning if it can be provisioned at all. 
The broker selects the datacenter with minimum provisioning 
cost. A threshold based approach has been proposed in [55] to 
allocate the resources in heterogeneous cloud systems. A 
mathematical analysis has been provided to determine the 
threshold value. A power aware algorithm has been proposed 



to make decisions on ordered server lists, server activation 
thresholds and workload distributions for resource allocation. 

A need for an energy efficient mechanism for clouds, has 
been demonstrated in [57]. A system called “Jitter” has been 
developed for Message Passing Interface (MPI) standards. MPI 
is a specification to be used by the developers and users for 
message passing libraries. Jitter exploits slack time spent by 
nodes at synchronization points by reducing the energy 
consumption on those nodes, which in turn significantly 
reduces the consumed energy. The authors demonstrate 8% 
energy reduction with as little as 2% execution time penalty. 
Such mechanisms need to be investigated further in the context 
of SFC architecture to reduce energy consumption. 

E. SLA Based Optimization: 

Provisioning network services meeting SLAs in the 
network is an important factor to be considered by network 
administrators. An SLA-based optimal resource allocation for 
multi-tier service model in multi-cloud environment has been 
proposed [34]. Figure 10 explains the multi-tier service model. 
The sample client request shown in the figure demands an 
ordered set of three tiers of the application. At each level of 
application tier, the client request is distributed among the 
appropriate servers. Forward and backward requests, 
represented by solid and dashed lines respectively, are served 
by different queues in order to simplify the queuing model. In 
Figure 10, the triangles represent the forwarding elements and 
rectangles represent the queuing elements, while the arrows 
represent the direction of data flow. The authors then derive the 
equation for the average response time based on the model. 
Additional constraints are added to accommodate different 
SLAs. The authors also present a model to optimize the profit 
from the SLA contracts and loss from operational costs.  

Going further, Dib, Parlavantzas and Morin [35] consider 
Platform as a Service (PaaS) in a multi-cloud environment and 
provide an SLA-based profit optimization model. On the 
contrary, Pires and Baran [36] focus on virtual machine 
placement problem considering SLA constraints, which holds 
the significance from the practical implementation 
perspective. Such options may enable network service 
providers to maximize profits and invest towards proliferation 
of SFC models in the future. The work in [52] considers 
Infrastructure as a Service (IaaS) for enterprise networks to 
meet the SLA requirements. Total profit to the service 
providers and the satisfaction to the users depend on how the 
system meets the SLA agreements. For the success of NFV 
and SFC technology, it is imperative that various SLA related 
constraints are satisfied optimally. 

F. QoS based Optimization: 

One cannot ignore the importance of QoS in the networks 
while studying the NFV architecture problem [9]. Service 
providers should take QoS requirements into consideration to 
meet the promised SLAs for demanding applications. A 
dynamic resource allocation approach in clouds while 
considering Quality of Service (QoS) has been proposed in 

[38]. Processing (CPU) and networking abilities of the servers 
have been taken into consideration while formulating the 
model. The authors propose enhancements to the center 
selection algorithm [32] for resource allocation to consider 
other heterogeneous resource attributes as well as QoS.  

Datacenter clusters are classified based on the level of the 
QoS that can be provisioned with the available resources. A 
datacenter that can provide multiple resources required by the 
request is selected and resources are allocated accordingly. 
Once the service time has elapsed, the resources are released 
and added to the pool again. Using simulations, the authors 
have demonstrated a 30% reduction in the required resources 
with the suggested algorithm compared to the standard center 
selection algorithm. A mechanism to allocate virtualized 
resources to the VMs with stochastic optimization model to 
analyze the performance with QoS has been proposed in [53]. 
Authors have considered non-cooperative environment with 
VMs being selfish, that is, VMs trying to maximize their own 
profits. Authors have proved the method to be optimal 
theoretically. 

G. Other Approaches: 

There are other approaches for optimal resource allocation, 
such as, auction based, gossip-based, and broker-based. We 
have a quick look at some of them in this sub-section for 
resource allocation in clouds, which may be applied to the SFC 
problem as well. An auction based approach for resource 
allocation in the clouds has been proposed in [50]. In the 
proposed solution, CSPs collect the users’ bids and the 
resource distribution is done among K-highest bidders. As 
explained earlier, a broker-based approach is presented in [55] 
to choose virtual machines for allocation. A distributed 
mechanism has been developed in the work to allocate 
resources in large cloud environments. The authors 
demonstrate that their results are close to optimal. Also, a 
gossip based approach for resource allocation in multi-cloud 
environments has been proposed in [54], where requests for the 
resources and replies from the resource providers are 
forwarded in the network with some probability, which are 
derived dynamically. 

 
Figure. 10.  Multi-tier (three tier) service model. 

An automated solution for resource allocation in the multi-
cloud environments has been presented in [29]. The focus has 
been on the alternative approach to the auction based solutions 



where providers and consumers automatically negotiate the 
resource leasing contracts. The authors demonstrate that 
auction based approaches [47] does not necessarily result in the 
most efficient solution. Hence, a negotiation based approach is 
suggested so that multiple providers may pitch in to satisfy 
consumers’ resource requirements. The authors initially discuss 
standard negotiation protocols and then propose modified 
“buyer’s negotiation strategy” and “seller’s negotiation 
strategy” for improved performance. 

Kuribayashi [32] proposes a multiple resource allocation 
method for clouds. The model takes fair joint multiple resource 
allocation into consideration, which may be applied to NFV 
optimization problems. The four principles proposed by the 
author to obtain fairness in joint multiple resource allocation 
are given as: (1) Non-delay resource allocation, that is, fairness 
without queuing, (2) Fair allocation of multiple resources: 
Unlike the other works, which primarily focus on a single type 
of resource, in this work, the author focuses on the allocation 
of multiple types of resources, which is important in 
contemporary networks. (3) Equalizing the total amount of 
processing ability and bandwidth for all users would not 
achieve fairness and (4) Fairness with no service request 
rejection occurs for any user even if the amount of resources 
allocated are not balanced. A normalized value of fairness is 
calculated for the final evaluation. This helps the author 
achieve joint multiple resource allocation. 

Various models and architectures have been discussed 
above addressing a wide range of issues related to SFC and its 
role as an enabler of the NFV architecture.  We observe that 
these approaches lack analytical study for the end-to-end 
service model for SFC and, hence, there cannot be a 
comparison between optimal solutions and the heuristic 
approaches for SFC models. To form an analytical model for 
SFC to study its behavior, the related optimization problems 
need to be solved considering extra parameters and constraints 
imposed by the SFC architecture (such as queuing delays, 
policies and others). We now discuss the open research 
problems which need to be addressed for the successful and 
efficient deployment of the SFC architecture. 

VI. OPEN ISSUES AND CHALLENGES 

A comparison of the research work presented in this article 
is given in Table III. Rows of the table represent the reference 
for the research work under consideration and columns 
represent the research area covered in that particular research 
work, which is related to the SFC problem. The table 
demonstrates limited research in different areas related to SFC. 
It must be noted that many issues, such as security, dynamic 
load balancing, application of SLAs, high availability, QoS and 
others need to be studied in depth in the context of SFC. The 
parameters which need to be covered for SFC implementation 
include dynamic traffic steering, dynamic resource allocation 
and the end-to-end service delivery. We observe that, though a 
significant amount of research has been done in related 
research topics, major issues are still open from an SFC 
perspective. A significant amount of work needs to be done to 

establish a stable and reliable architecture for SFC. Important 
areas which are still open for research are discussed below: 

A. Optimal Resource Allocation: 

As mentioned in earlier sections, optimal resource 
allocation is a widely studied topic; however, it is still an open 
issue for SFC architecture. This is due to the fact that SFC 
deals with the resources spread across multiple clouds in 
geographically distributed areas. This condition imposes 
additional constraints on the already proposed resource 
allocation strategies, which mostly consider single-cloud 
scenario. Current research studies of resource allocation in 
virtual and cloud environment can be applied to service 
chaining problem, but not without considering additional 
constraints of the SFC architecture [71]. As outlined in Section 
V, a significant amount of work has been already done in the 
field of virtual function placement as well as resource 
allocation [97-99, 120]. Ghaznavi et al. have considered elastic 
virtual functions placement problem [121]. The problem of 
function placement with service chaining, though similar in 
nature, has significantly different characteristics. For example, 
the service function chaining problem imposes additional 
constraints such as an ordered chain of functions. Considering 
such additional constraints, a modified optimization model 
needs to be developed to suit the SFC framework.  

B. Dynamic Traffic Steering: 

Traffic steering is an important aspect of SFC model. The 
steering has to be dynamic. For example, the path followed by 
the user request may be different depending on what is the 
target functionality, even though the request packet is 
generated by the same user. In addition to the dynamic routing, 
the routing decisions taken at the SFF modules have to be 
efficient. Implementation of SFF has been proposed in the 
standards to handle the dynamic routing in service function 
chains, however, their design and architecture is still an open 
issue of research. 

C. Dynamic Service Mapping: 

Dynamic nature of service function chaining imposes an 
additional set of challenges. Zen, Song and Chen [28] have 
addressed the problem of dynamic resource allocation in the 
clouds as discussed earlier. However, the proposed solutions do 
not address identification and handling of packets if the packet 
header information is updated, leaving the issue of mapping 
among users and service chain instances based on the required 
resources still open. Qazi et al. discuss the challenges in depth 
in their work [103]. 

D. Enforcing Service Policies: 

Researchers have become aware about the importance of 
service policies and their enforcements in the multi-cloud 
environments. As outlined earlier, a significant amount of work 
has been done already for SLA enforcements in virtualized and 
dynamic multi-cloud environments. However, the problem has 
to be revisited in the context of SFC models. SFC has different 
paths (or chains) which need to be followed by the packets. It 



may be a case that each path is dealing with different ISPs 
and/or CSPs and may have a different set of SLAs which need 
to be satisfied. Policies may dictate connecting a group of 
subscribers to a particular point of presence or routing traffic 
through firewall and intrusion detection function. There may be 
a policy to route all video streams through the Broadband 
Remote Access Server (BRAS) to record per flow information 
for billing purposes. Each policy may be implemented as one 
or more service chains [111]. A service chain would in turn 
consist of an ordered set of one or more VNFs that process a 
particular class of traffic in the tenant requested sequence. Such 
additional constraint of dynamic SLA mapping may need 
significant rework to the existing models to be effective. Also, 
the SFC architecture has to implement the QoS and it may not 
be trivial as such constraints are getting stringent. 

E. Security Issues: 

Security is another major concern for SFC architecture. 
There have been recent studies towards the security in cloud 
and virtualized environments [113-115]. However, a newly 
proposed NFV and SFC framework may be vulnerable to new 
pitfalls which may be exploited by the attackers. For example, 
with the advents in the distributed Denial of Service attacks 
(DDoS) [46], attackers may target individual SFF, increasing 
the probability of success. Failure in single SFF means failure 
of a complete service chain. IPSec and TLS [116-118] 
mechanisms which are deployed to protect the links between 
two communication entities in SDN, may be used to protect the 
new interfaces introduced by NFV scenarios. However, these 
mechanisms need to be automated to suit the needs of NFV and 
SFC infrastructure.  Researches have started to explore the 
security threats and solution if NFV domain, for example the 
work proposed by Battula [112]. Different research options 
such as SFF redundancy, anomaly detection at SFFs needs to 
be explored and still open for research. 

TABLE III.  LIMITED RESEARCH WORK RELATED TO SFC 

 
 
 
 



F. Reliability and Service Availability: 

The services offered by ASP as a set of functions should be 
available all the time for the end users. A dynamic addition or 
removal of a function of the service needs to be done 
seamlessly without interrupting current services. Dynamic 
methods should be made available to check the service chain 
connectivity. The methods such as those proposed in [63] are 
suitable for static models and needs to be adopted to suit the 
dynamic nature of the SFC model. There is a need to develop 
mechanisms for fault detection and fault isolation from the 
NFV and SFC perspective.  

G. Interoperability: 

Service function chaining is expected to play an important 
role in the deployment of Internet of Things (IoT) networking 
paradigm [74, 79]. However, IoT imposes significant 
challenges such as a large number of heterogeneous sensory 
devices willing to communicate with each other [78, 88]. SFC 
architecture should be able to provide interoperability among 
such heterogeneous devices for successful end-to-end 
communication and success of IoT deployments.    

H. Deployment:  

With the advent of NFV and SFC, the problem of 
deployment of such dynamic function chains has gained a 
significant traction in the literature. For example, the authors 
provide a scheme for online admission control and embedding 
of service chains in [4, 122]. The authors try to address the 
problem of how to optimally admit and embed service chain 
requests over the available infrastructure and resources. On the 
contrary, a polynomial time approximation algorithm 
considering an offline batch embedding of multiple service 
channels is proposed in [51]. The authors consider the 
objectives of maximizing the profit by embedding an optimal 
subset of requests or minimizing the costs when all requests 
need to be embedded. Lukovszki et al. propose deterministic-
greedy approximation algorithms for incremental middle-box 
deployment so that distance constraints between 
communicating node pairs as well as capacity constraints on 
the network nodes are satisfied. Kuo et al. consider the problem 
of deploying service function chains considering links and 
servers usages [123]. However, as pointed out earlier, many 
more challenges are still to be addressed, as far as efficient 
deployment of service function chains is considered, such as 
the deployment of SFCs in heterogeneous environments 
considering the SLAs and QoS. Further research is needed for 
efficient deployment of virtual functions, especially in the 
context of IoT. 

I. Monitoring, Management and Orchestration:  

A significant amount of work has been done by ETSI for 
the monitoring and orchestration of NFV. As a result, NFV 
MANO framework has been developed [105]. The proposed 
VNF manager (VNFM) works in concert with other NFV-
MANO functional blocks, such as the virtualized infrastructure 
manager (VIM) to help standardize the functions of virtual 

networking and increase the interoperability of software-
defined networking elements. The authors in [99] also propose 
an optimization model for orchestration of NFV. Though the 
research works have proposed some schemes for monitoring, 
management, and orchestration in the NFV and SFC context, a 
detailed study is still missing. A comprehensive end-to-end 
management platform is mandatory for better operations, 
administration and management (OA&M) of service function 
chains.  

VII. CONCLUSIONS 

With the growing demand of clouds and the cloud services, 
SFC and NFV are gaining popularity among the application 
service providers, internet service providers and cloud service 
provides. NFV is proving to be an effective and flexible 
alternative for the service deployments across multiple-clouds. 
SFC is the technology which makes NFV feasible. Hence, it 
becomes important to study the current state of the art for SFC, 
from theoretical as well as practical perspectives. 

Emergence of new networking paradigm such as IoT has led 
to a recent spurt in interest in service function chaining and 
network function virtualization. In this work, first we have 
analyzed the research directions towards the implementation of 
SFC in the contemporary networks. Then, we have discussed 
the scope of SFC, especially various research and 
standardization works being carried out in organizations such 
as ETSI, ITU-T and IETF SFC working group and IRTF NFV 
research group. We have glanced at various research works 
which have tried to identify the SFC issues and have proposed 
the enhancements which need to be incorporated to be 
applicable to dynamic service chain creation. First, we have 
discussed the SFC  problem space and then research directions 
such as service description languages, SFC data-plane and 
other possible architectures to define the service flows and the 
service function forwarders. 

Furthermore, we discussed the possible approaches towards 
the implementation of service function chains in the 
contemporary networks such as traffic steering.  We also 
glanced at the optimal resource and the dynamic resource 
allocation approaches as well as the virtual function placement 
problem to implement an efficient SFC model. We have 
demonstrated the need for relevant modifications in the 
contemporary research works to make them suitable for the 
SFC architecture considering the additional constraints 
imposed by the SFC model. 

Research topics which are still open include optimization 
strategies for decomposition and aggregation of service 
functions, service modeling and description languages, design 
for mobility and scalability, dynamic chain formation and 
modification, dynamic and agile traffic steering, context 
awareness and adaptation, enforcement of different service 
policies, security of service chains and many others. We 
observe that though a significant amount of work has been 
done and some novel architectures have been implemented, 
there is a dearth of in-depth quantitative results for the 
evaluation purpose. There is a need for a scientific study of the 



problem of placement of network services and virtual resource 
allocation, so that users can benefit from minimum latencies 
and carrier-grade implementations of SFC in multi-cloud 
infrastructures and operators can benefit from low cost and 
efficient networks. 
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