
OpenADN: Midd leware architecture  for  c loud 
based ser vices

Any global  enterpr ise, such as , Qatar  National  Bank, with branches  in many countr ies  i s  an example of 
an Appl icat ion Ser vice  Provider  (ASP) that  uses  mult iple  c loud data  centers  to  ser ve  their  customers . 
Depending upon the t ime of  the day, the number of  users  at  di f ferent  locat ion changes  and the ASPs 
need to resca le  their  operat ion at  each data  center  to  meet  the demand at  that  locat ion.  
 
ASPs are  fac ing a  great  chal lenge to leverage the benefi ts  provided by such mult i-c loud distr ibuted 
environments  without  ser v ice-centr ic  Internet  ser v ice  Provider  (ISP) infrastructure. In addit ion, 
each ASP's  requirements  are  di f ferent  and s ince these  ASPs are  large customers  of  ISPs, they want 
the network traf f ic  hand l ing to be ta i lored to their  requirements . W hile  the ASP wants  to  control 
the for warding of  i t s  t raf f ic  on the ISP's  network; the ISP does  not  want  to  re l inquish control  of  i t s 
resources  to  the ASPs. 
 
In this  work we present  an innovat ive  architecture, which fac i l i tates  ASPs to automate the deployment 
and operat ion of  their  appl icat ions  over  mult iple  c louds. We have developed Midd leware Architecture 
for  Cloud based appl icat ions  us ing Sof tware Defined Networking (SDN) concepts .  Especia l l y  we discuss 
how the implementat ion of  inter face  between ASP and ISP control  p lanes  as  wel l  as  implementat ion 
of  gener ic  packet  header  abstract ion is  achieved. Using our  system, ASPs may speci fy  the pol ic ies  in 
the control  p lane and the control  p lane i s  responsible  for  enforcing these  pol ic ies  in  the data  plane. In 
OpenADN architecture, each appl icat ion consists  of  mult iple  workf lows, which are  dynamical l y  created 
and the required v ir tual  ser vers  and midd leboxes  are  automatica l l y  created at  the appropr iate  c louds.  
 
OpenADN al lows both new appl icat ions  that  are  des igned speci f ica l l y  for  i t  as  wel l  as  legacy 
appl icat ions . I t  implements  "Proxy-Switch Por t"  (pPor t)  to  provide an inter face  between OpenADN-
aware and OpenADN-unaware ser v ices . Depending on the avai lable  resources  in the host , the 
control ler  launches  a  pPor t  with a  pre-configured number of  workf lows that  i t  can suppor t . The pPor t 
automatica l l y  s tar ts  a  proxy ser ver. The proxy ser v ice  acts  as  the inter face  between OpenADN-aware 
ser v ices  and OpenADN-unaware appl icat ions . We suppor t  both packet  leve l  midd leboxes  (such as 
intrus ion detect ion systems)  and message level  midd leboxes  (such as  f i rewal ls ) . A cross- layer  des ign 
is  proposed in the current  architecture  that  a l lows appl icat ion-layer  f low of  information to be placed 
in the form of  labels  at  layer  3 .5 (packet  leve l )  and at  layer  4 .5 (message level ) . Layer  3 .5 i s  ca l led 
as  "Appl icat ion Label  Switching" (APLS) layer. APLS is  used by the path pol icy  (rout ing/switching) 
component  whi le  layer  4 .5 information is  used to ini t iate  and terminate  appl icat ion sess ions.  
 
In addit ion to tradit ional  appl icat ions , OpenADN can a lso be used for  other  mult i-c loud appl icat ions 
such as  Internet  of  Things, V ir tual  Wor lds , Online Games, and Smart  W ide Area Network ser vices . 
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