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1 Introduction

The 5G (fifth Generation) wireless technology is still under investigation and

needs more research stages. Researches are currently exploring different ar-

chitectures to imply main concepts of this new technology. SDN has been

proposed as a promising technique for these networks, which will be a key

component in the design of 5G wireless networks. The 5G is going to be based

on user-centric concept instead of operator-centric as in 3G or service-centric as

seen for 4G. Hence, multiple incoming flows from different technologies would

be combined at mobile stages [1].

This new generation 5G of wireless broadband network will provide the

fundamental infrastructure for billions of new devices with less predictable

traffic patterns will join the network. To be succeed with this new technology,

going through intelligence is really crucial, to proceed to successful deployment

and realization of a powerful wireless world.

It is expected to save wiring costs to achieve higher convenience and effi-

ciency. Principals of virtual network management and operation, which can be

implemented by network function virtualization (NFV), and Software-Defined

Networking (SDN) are the main element of the network architecture to sup-

port the new requirements of the new powerful wireless communication in the

future. Therefore, the 5G technology bandwidth will face inevitable challenges

in the future [2].
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2 5G Mobile Wireless Communication

5G of wireless communication is going to face a large number of unknown pat-

terns and new applications. Managing and operating of the network should be

based on the applications that are utilizing the network. It deals with the QoS

and policies that is dictated over the network, hence it should be application-

driven. Application-driven networks consist of interconnecting end-user de-

vices, different modules, and several machines, sensors, and actuators, with

billions of clients connected to the Internet for supplying big data applica-

tions.

5G network is still under investigation and needs to be provided more accu-

rately. The main requirements, based on the next generation mobile networks

alliance, are first, tens of thousands of users of the next wireless network gener-

ation should be provided by data rates of several tens of megabits per second.

Second, it should provide high virtual access networks in the same physical

network, for example at least one gigabit per second to several people work-

ing at the same office. Also, massive sensor deployments should be able to

support several hundreds of thousands of simultaneous connections. In com-

parison with 4G, spectral efficiency, signaling efficiency and coverage should

be improved. And finally, latency should be reduced significantly compared to

LTE [3].

5G networks is going to be designed to be open, more flexible, and able

to evolve more easily than the traditional networks, and will not be based

on routing and switching technologies anymore [4]. They will be able to pro-

vide convergent network communication across multi-technologies networks,

and provide open communication system to cooperate with satellite systems,

cellular networks, clouds and data-centers, home gateways, and many more

open networks and devices. Additionally, 5G systems will be autonomous and

sufficiently able to adapt the situations depending in required QoS to handle

application-driven networks dynamically. Security, resiliency, robustness and

data integrity will be the first priority in the design of future networks [5].

Moreover, the 5G network will be able of handling user-mobility to guar-
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for the heterogeneous RANs in the Section III, which 
enables the coexistence of multi-RANs and decouples the 
data/control planes with an Openflow interface on the 
radio infrastructures. Section IV presents an initial system 
prototype design and implementation of SDWN based 5G 
mobile system with new features. In the end, we make 
conclusions of the paper in the Section V.  

II. BACKGROUND OF SDWN AND OPENFLOW RESEARCH 

The vision of 5G mobile communication is dedicated 
to meet the new requirements of huge capacity, massive 
connectivity, high reliability and low latency. The more 
detailed requirements on quantity in the 5G/2020 mobile 
network from the EU project METIS was envisioned and 
summarized in the Table I. 

TABLE I: REQUIREMENTS AND APPLICATION EXAMPLES[3] 
Requirement Desired Value Application example 
Date Rate 1 to 10 Gbps Virtual reality office 
Data 
Volume 

9 Gbyte/hour in 
busy period 
500Gbyte/month/s
ubscriber 

Stadium Dense urban 
information society 

Latency Less than 5 ms Traffic efficiency/ safety 
Battery Life One decade Massive deployment of 

sensors and  actuators 
Connected 
devices 

300000 devices 
per AP 

Massive deployment of 
sensors and  actuators 

Reliability 99.999% Tele-protection in smart grid 
network, Traffic efficiency 
and safety 

The Openflow is initiated at Stanford University and it 
is a protocol to enable switches on the wired networks 
programmable via a standardized interface [4]. Openflow 
protocol was standardized by the ONF to mitigate the 
OpEx and CapEx, simply the network management and 
speed up the network innovation [4]. In this paper, a 
multi-tiered SDWN architecture is proposed for the 5G 
considering the coexistence of heterogeneous wireless 
networks with the Openflow. Most recently, the SDN and 
Openflow techniques have been extended to the wireless 
network area [5]. OpenRadio suggests an idea of 
decoupling control plane from data plane to support ease 
of migration for mobile users from one type of network to 
another easily in the physical and MAC layers [6]. 
CellSDN enables policies for the cellular applications 
dictated by the subscriber needs, instead of the physical 
locations, providing a better control of data flows than 
before [7]. The OpenRoad prototype supports a seamless 
handover between the WiFi and WiMax networks when 
video data is streamed, the OpenFlow controllers [8]. The 
SDWN controller deals with the seamless handover 
problem between the Wi-Fi and WiMax successfully. Till 
now, Openflow has been used in wireless mesh network 
[9], sensor networks [10], and cellular networks [6], [11]. 
The flowvisior maybe an initial NFV technique for 
SDWN [12], [13]. In addition, SDWN has been proposed 
to manage the multiple networks of the internet of things 
(IoT) [14]. The abstract mechanism out of the network 
heterogeneity in IoTs is also be supported. Furthermore, 

the framework must support the north-bound higher layer 
interactions to the various heterogeneous applications and 
requirements. In this paper, we propose a 5G mobile 
network oriented software defined network architecture 
and provides a methodology of prototyping.    

III.  ARCHITECTURE DESIGN IN SOFTWARE DEFINED 
WIRELESS NETWORKS 

A. Multi-tiered Cloud Controller Architecture  
With the vision of ubiquitous cloud radio access for the 

next generation mobile communication, we assume that 
eNodeBs or STAs can be reconfigurable on the baseband 
and the radio in a large range of frequency spectrum with 
software defined radio techniques. We attempt to analyze 
the requirements with our vision. The proposed control 
plane is expected to manage the radio resource in a cubic 
space in the coexistence environment of heterogeneous 
wireless networks. The interference appraisal mechanism 
and the event detection mechanism are provided with the 
network state monitoring. Once the controller detects the 
event happened, controller will decide to send clients the 
specific command. This kind of decision method should 
be apparent to clients, and the QoE should be considered 
within it. 

OF vSwitch OF vSwitch

WIFI/Zigbee
5G/LTE

STA STA

Handover Handover

Cloud Controller

EC-A

GC

EC-B Legacy Internet

Programmable 
AP Programmable 

eNodeB

Programmable 
eNodeB

Sensors  
Fig. 1 SDN-based 5G oriented network architecture  

In order to reduce the response latency and balance the 
network load for a cloud of controllers, we propose a 
layered cloud net architecture for multiple controller 
deployment with two entities: Edge Controller (EC) and 
Global Controller(GC). The EC processes the event 
within single a RAN domain, and the GC deals with the 
inter-domain events across various RANs. For example, 
the EC-A manages the RAN1 in the Fig. 1, e.g. Wi-Fi 
network. The EC-B controls RAN2 in the Fig. 1, e.g. 
5G/LTE programmable eNodeBs, The GC will deal with 
the events generated across at least two heterogeneous 
networks, e.g. Handover between LTE and Wi-Fi. The 
GC is also an entrance of access backbone Internet. For 
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Figure 1: SDN-based 5G oriented network architecture [8]

antee the connectivity at any situation. The end users’ terminals make the

final choice among different access networks for the best connection. Also, the

terminals will also stay awake and looking for to choose the best technology

to connect, with respect to the dynamic changes at the current access technol-

ogy. The infrastructure of the wireless networks will be based on SDN, which

provides arrange the communication between the applications and services in

the cloud and user’s mobile terminal. Therefore, the network can be managed

on the real-time needs and status dynamically, and it will have benefit from

resource virtualization. The architecture of 5G network based on SDN scheme

has shown in Fig. 1.

SDN has several limitations, it has some advantages such as resource shar-

ing and session management. The main limitation is on the computing capa-

bilities and resources of mobile devices. As a result because mobile users send

request over and over to the embedded controller for flow rules in OpenFlow

messages, the overhead increases more significantly. Hence, further researches

are required on leveraging SDN for 5G networks.
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3 Software Defined Networks

Software-Defined Networking (SDN) has emerged as a new intelligent architec-

ture for network architecture to reduce hardware limitations. The main idea

of introducing SDN is to separate the control plane outside the switches and

enable external control of data through a logical software component called

controller. SDN provides simple abstractions to describe the components, the

functions they provide, and the protocols to manage the forwarding plane

along with Mobile IP from a remote controller via a secure channel. In con-

clusion, the inability of mutual access between different parts of heterogeneous

networks would be solved. This abstraction is used instead of the common

requirements of forwarding tables for a majority of switches and their flow

tables. Hence, the controller monitors network packets, publishes policy, or

solves errors according to the monitoring results.

A number of northbound interfaces (connection between the control plane

and applications) that provide higher level abstractions to program various

network-level services and applications at the control plane. The OpenFlow

standard has been exploited as the dominant technology for the southbound

interface (connection between the control plane and network devices). This

scheme allows on-demand resource allocation, self-service provisioning, com-

pletely virtualized networking, and secures cloud services. Thus, the static

network would be evolved into a truly flexible service delivery platform that

can respond rapidly to the network changes such as: end-user and market

needs, which greatly simplifies the network design and operation. Moreover,

the devices themselves no longer need to understand and process thousands of

protocol standards but they should be capable of understanding instructions

from the SDN controllers [5].

Facing the rapidly growing needs of users, Internet service providers can-

not afford huge upgrades, adaption, or building costs, as hardware elements

are expensive. Therefore, another advantage of exploiting SDN is to make it

easier to introduce and deploy new applications and services than the classical

hardware-dependent standards.
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The ultimate goal of SDN is to create a network that does not need any

the design or adjustments of the administrator interference, so, the network

can be implemented fully automated administration. The administrators can

manage the network through the controller plane more easily with dictating

the required policy to the routers and switches, while they have a fully function

monitoring over the network.

Software defined networking (SDN) is bringing about a paradigm shift in

networking through the ideas of programmable network infrastructure and de-

coupling of network control and data planes. It promises simplified network

management and easier introduction of new services or changes into the net-

work. Use of SDN concepts in 4G/5G mobile cellular networks is also being

seen to be beneficial (e.g., for more effective radio resource allocation through

centralization, seamless mobility across diverse technologies through a common

control plane)

4 Background on Implantation of SDN for 5G

Based on the main character of SDN, the paper [6], has modeled the system?s

architecture such that SDN controller should adjust bandwidth dynamically

for each radio access points (RAP) to baseband unit (BBU). Hence, SDN

controller provide flexible management and router selection for all radio access

network (RAN) to core network connection, where the core network of the SDN

controller is made up of two main parts, as unified control entity (UCE) and

unified data gateway (UDW). Role of UCE is to define control rules such as:

mobility management entity (MME), service gateway control plane (SGW-C),

and packet data network gateway control plane (PGW-C). Wehere as, UDW

determine the rules for data forwarding such as: service gateway data plane

(SGW-D) and packet data network gateway data plane (PGW-D).

Therefore, we need to guarantee the steady connection between each user

and RAP; so, this paper tries to design a radio protocol that provides us the

required interconnection between data plane and control plane. Meanwhile,

the paper explores different network architecture and techniques which could
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Fig. 1. Overall architecture of SoftAir.

Fig. 2. Function cloudification of SoftAir.

the switches can be minimized by our proposed control traf-
fic balancing scheme, which employs emerging parallel opti-
mization theories, e.g., Alternating Direction Method of Mul-
tipliers (ADMM) [11], to achieve fast and reliable control
message forwarding.

To further increase the scalability of SD-CN, we can
adopt a mobility-aware and proactive control traffic balanc-
ing scheme, which minimizes the control message forward-
ing delay by taking into account the unique mobile feature
of SD-RANs (formally defined in the following subsection),
where the control traffic oriented from SD-RAN are dynamic
but follows certain spatial and temporal patterns. Accord-
ingly, the mobility-aware control traffic balancing solution
can employs a hybrid approach. On the one hand, the av-
erage control message forwarding delay will be minimized
through semistatic control message forwarding rules by

incorporating the historical mobility pattern of the mobile
users. On the other hand, real-time control traffic forwarding
rules, empowered by the fast-converging optimization solu-
tions [32], will be enforced to address the dramatic and un-
expected control traffic changes in both SD-CN and SD-RAN.

(2) Scalable SD-RAN design: to further enhance the net-
work flexibility, we simultaneously realize the physical-,
MAC-, and network-layer function cloudification for RAN,
thus forming the SD-RAN. As shown in Fig. 1, the pro-
posed SD-RAN follows a distributed RAN architecture. Here,
each SD-BS is split into hardware-only radio head(s) and
software-implemented baseband units - these two compo-
nents are not necessarily co-located. In particular Remote
Radio Heads (RRHs) are connected to the baseband units
on baseband servers (BBS) through fronthaul network (fiber
or microwave) using standardized interfaces, such as CPRI

Figure 2: Overall architecture of SoftAir [7]

be exploited in the future 5G systems. A survey on literature and implemen-

tation concepts of these techniques are also investigated. These techniques

include non-orthogonal multiple access (NOMA), massive multiple input and

multiple output (MIMO), cooperative communications and network coding,

full duplex (FD), device-to-device (D2D) communications, millimeter wave

communications, automated network organization, cognitive radio (CR), and

green communications.

Another paper, [7], proposes a new architecture for leveraging SDN for

5G wireless network, called SoftAir, and explores solutions and challenges in

this matter. The main goal in this paper is to exploit the benefits of using

cloudification and virtualization at these networks to provide a scalable, flexible

and more resilient network architecture.

At the proposed architecture, control plane managed by network servers,

provides the management and optimization tools for data plane, which is man-

aged by cellular core network, consists of software-defined base stations (SD-

BSs) in the RAN and software-defined switches (SD-switches). The controller

serves physical, MAC, and network functions on computers and remote data

centers. The overall architecture and controller/data plane scheme of the sys-

tem have been shown at Fig. 2 and Fig. 3, respectively.
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the switches can be minimized by our proposed control traf-
fic balancing scheme, which employs emerging parallel opti-
mization theories, e.g., Alternating Direction Method of Mul-
tipliers (ADMM) [11], to achieve fast and reliable control
message forwarding.

To further increase the scalability of SD-CN, we can
adopt a mobility-aware and proactive control traffic balanc-
ing scheme, which minimizes the control message forward-
ing delay by taking into account the unique mobile feature
of SD-RANs (formally defined in the following subsection),
where the control traffic oriented from SD-RAN are dynamic
but follows certain spatial and temporal patterns. Accord-
ingly, the mobility-aware control traffic balancing solution
can employs a hybrid approach. On the one hand, the av-
erage control message forwarding delay will be minimized
through semistatic control message forwarding rules by

incorporating the historical mobility pattern of the mobile
users. On the other hand, real-time control traffic forwarding
rules, empowered by the fast-converging optimization solu-
tions [32], will be enforced to address the dramatic and un-
expected control traffic changes in both SD-CN and SD-RAN.

(2) Scalable SD-RAN design: to further enhance the net-
work flexibility, we simultaneously realize the physical-,
MAC-, and network-layer function cloudification for RAN,
thus forming the SD-RAN. As shown in Fig. 1, the pro-
posed SD-RAN follows a distributed RAN architecture. Here,
each SD-BS is split into hardware-only radio head(s) and
software-implemented baseband units - these two compo-
nents are not necessarily co-located. In particular Remote
Radio Heads (RRHs) are connected to the baseband units
on baseband servers (BBS) through fronthaul network (fiber
or microwave) using standardized interfaces, such as CPRI

Figure 3: controller/data plane scheme of SoftAir [7]

The main contribution of the proposed SoftAir architecture can be cate-

gorised as five main properties. First, programmability, such that SDN nodes

(SD-BSs and SD-switches) can be reprogrammed dynamically associating with

different network resources. Second, cooperativeness, such that SDN nodes

can be implemented and linked at data centers for joint control and optimiza-

tion for improving the general network performance. Third, virtualizability,

such that several virtual wireless networks can be implemented on a single

SoftAir platform, while each operates regarding its own protocols customizes

and interacts with allocated network resources without interfering with other

service providers. Fourth, openness, such that data plane elements (SD BSs

and switches), have common data/control interface protocols, regardless of the

different data forwarding technologies provided by different vendors, such as:

CPRI and OpenFlow, thus the data plane monitoring and management can be

simplified. And finally, fifth, visibility, such that controllers are able to have

an overall view over the whole network collected from data plane elements.

To sum it up, SoftAir tries to design a high flexible architecture providing

maximum spectrum efficiency exploiting benefits of cloudification and virtu-

alization processing; also, advance steady convergence for different network

elements by different independent virtual interfaces, and enhance energy effi-

ciency by scaling the computing capacity of data plane elements.
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Paper [8] proposes a new multi-tiered cloud controller scheme and event

processing mechanism for Software Defined Wireless Network (SDWN) archi-

tecture for the 5G network toward Openflow standard which results in an

user-centric and service-oriented architecture. To provide the proper radio en-

vironment required for 5G wireless communication, SDN along with NFV ar-

chitecture is a promising technique to overcome the isolation of heterogeneous

radio access networks such as such as LTE, Wi-Fi and W-CDMA. Mainly, be-

cause the spectrum efficiency of LTE has achieved very close to the Shannon’s

capacity limit. Hence, this paper declares that an efficient way to decrease

traffic for the networks in the 5G is improving the heterogeneous radio access.

Another important challenge for the future user-centric and the service-

oriented 5G mobile communication system is the quality of user experience

(QoE). The 5G will face with tremendous number of devices that have wide

rages of different patterns for the modeling the information with different pro-

tocols. However, the legacy needs for quality of service and different specific

application requirements are the main determiner for accepting more and more

applications, besides to the system capacity. Some of the future applications

require few milliseconds end-to-end delay. In this way, the varying throughput,

latency and jitter requirements of application enhance the complexity of state

and resource provisioning.

The main contribution of this paper is to provide an ubiquitous cloud radio

access for 5G wireless network in the coexistence of other heterogeneous wire-

less networks by designing the proposed multi-tiered cloud controller. Also, by

monitoring the status of network in real time, any time that the network faces

a problem such as congestion or bottleneck at data forwarding, the appropriate

command is sent based on the required QoS.

Another significant part of the proposal method in this paper is designing

a layered cloud net scheme for the multiple controller with two parts: Edge

Controller (EC) and Global Controller(GC). The main logic behind this design

is to reduce the response latency and balance the network load for the cloud of

controller. The EC processes the event within a single RAN domain, and the

GC takes events across various RANs into account. Controller architecture is

as Fig. 4
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event reporting and SNMP for the monitoring. A sensing 
agent is used to collect the MIB info. from each protocol 
layer, e.g. SNMP. For example, SNMP_agent, defined in 
the prototype, provides us the throughput and the packet 
error rate within the physical and radio modules and 
channel utilization rate in the registers of CPUs. The 
control agent, CtrlActor, is implemented in the simulator. 

It is employed to carry out the decision on network 
control. The control signaling will be decoupled from 
data transmission to enable cloud MAC via the SSL to a 
cloud of controllers. The logical architecture in the Fig. 2 
provides a paradigm of transparent resource slicing and 
allows each slice its own separated radio and base-band.  
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And 

Controller 
Agent

Control1 Data1

Control2 Data2

To Monitoring and 
Controller Server Controller

PHY for 
WIFI/Zigbee

PHY for 
5G/LTE

PHY 
BaseBand

PHY RF

LTE BAND

OpenFlow
Datapath

OpenFlow
Security

path

Network Layer

2.4G Wi-Fi TV Channel N mmWwave Band

Openflow 
Switch

 
Fig. 2. Data/Control decouple architecture of OF-AP. 

 
Fig. 3. Virtualization architecture of a cloud-controller.  

IV. IMPLEMENTATION OF SDWN PROTOTYPE AND 
SIMULATOR 

The current prototype includes a cloud of controllers, 
an open-flow switch, and a network simulator. One GC 
and two ECs are implemented in this cloud of controllers 
in this prototype with the virtualization techniques, as is 
shown in Fig. 3.  

The system architecture of prototype with a multi-tier 
cloud of controllers and an open-flow enabled network 
simulator is illustrated in the Fig. 4. The data flow is 
drawn in a red line but the control flow in blue line. Till 
now, four new applications have been supported for the 
5G network in this prototype: the ubiquitous cloud radio 
access/proactive/reactive handover, the wireless topology 
discovery, the extended monitoring of localization, and 
the energy management. In general, a cloud radio access 

is defined as a real-time event, however, the proactive 
handover based on load balance is a non-real-time event.  

A. Cloud-Controller Virtualization Implementation 
In the virtualized cloud controller platform, the KVM 

and the QEMU are combined together to implement the 
virtualized cloud platform. The KVM project maintains a 
fork of QEMU as qemu-kvm [16]. Till now, it provides 
the best performance and certain additional features for 
using KVM with QEMU on x86 [17]. Floodlight is an 
enterprise-class, Apache-licensed, Java-based controller 
developed from the Big Switch Networks with Openflow 
[18]. In the prototype, two ECs communicate with the GC 
via virtualized ‘bridges’. The cloud of controller provides 
two south-interfaces to the physical networks, e.g. 5G, 
LTE, WLAN with the NICs. With the absence of radio 
infrastructures with Openflow, we implement a software 
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Figure 4: Virtualization architecture of the cloud-controller [8]

The proposed architecture has two main processing blocks: on-line transac-

tion processing (OLTP) block and on-line analytical processing (OLAP) block.

The OLTP works on the low-level events and real-time statistics, such as event

of spectrum access. The OLAP works on the high-level events and long-time

statistics of network status, such as load balance on mobile devices.

The EC provides the statistics of all the access points belong to one RAN

into a database related to monitoring server. Second, According to the event

type and the required QoE, EC will deliver it to the OLTP block and the OLAP

block, or send it to the GC. The OLTP and the OLAP parse the events with

some specific algorithms. Third, the EC makes the right decision based on the

defined standards and sends the control signal, to the responsible component.

Furthermore, NFV can provide SDWN based 5G network to increase the

capability by allowing several virtual operators working in the same infrastruc-

tures and resources. The spectrum can be divided into slices, where each slice

will be dedicated to a virtual cloud of RANs based on the defined characters

of the policy. So, the client have access dynamically to Internet regardless the

type of radio access network or the network operator.

After that, the paper goes through the separation scheme of data plane and

control plane concepts. So, as before the controller plan will run on the cloud
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Figure 1: OpenAirInterface LTE software stack over ExpressMIMO2 software radio frontend.

off-the-self commercial LTE UEs (e.g., Huawei E392 USB don-
gles) and smartphones, as well as with commercial 3rd party EPC
prototypes. The OAI platform can be used in several different con-
figurations involving commercial components to varying degrees:

1. OAI UE $ OAI eNB + OAI EPC
2. OAI UE $ OAI eNB + Commercial EPC
3. OAI UE $ Commercial eNB + OAI EPC
4. OAI UE $ Commercial eNB + Commercial EPC
5. Commercial UE $ Commercial eNB + OAI EPC
6. Commercial UE $ OAI eNB + Commercial EPC
7. Commercial UE $ OAI eNB + OAI EPC

Besides ExpressMIMO2, the OAI now supports the USRP Hard-
ware Driver software (UHD) for use with the recent versions of
USRP PC-hosted software radio platforms that are widely used in
the research community. Based on the initial efforts by Agilent
China, the OpenAirInterface soft modem software has been suc-
cessfully interconnected with a USRP B210 platform. This de-
velopment is now delivered as part of the publicly available soft-
ware package from the OAI website and SVN server [5]. EURE-
COM will continue to maintain this development and extend it to
X300 (USRP-Rio) family of products. This achievement validates
the standard PC plus generic SDR frontend approach taken in OAI
since the code has been independently ported on a totally different
hardware target.

2.3 Emulation
Besides the real-time operation of the OAI software LTE plat-

form over the hardware targets described above, the full protocol
stack can be run in a controlled laboratory environment in emu-
lation mode for realistic validation and performance evaluation of
innovations from both system and link level perspectives. This em-
ulation capability is designed to represent the behavior of the wire-
less access technology in a real network setting while respecting
the temporal frame timing of the air-interface.

Two different emulation modes are provided to realize the be-
havior of the wireless medium: (1) PHY Abstraction mode that
relies on a PHY abstraction unit which simulates error events in
the channel decoder; (2) A more detailed and computationally in-
tensive Full PHY Layer mode that involves convolution of the real
PHY signal with an emulated channel in real-time. The platform
can be run with either of these two emulation modes. The remain-
der of the protocol stack for each node instance uses the same im-
plementation, as would be in the full system. Each node has its own

IP interface that can be connected either to a real application or a
traffic generator.

The emulator also implements the 3GPP channel models each
comprising of three components (path loss, shadow fading and stochas-
tic small scale fading) and interacts with the mobility generator to
perform different channel realizations over time with interference.
Multiple node instances can be run on a single PC with this emu-
lation capability, permitting large-scale and repeatable in-lab sys-
tem evaluation. The emulation capability can also be used for con-
trolled testing of a system prototype prior to its deployment in a
real RF environment.

2.4 Comparison of OAI with Other Platforms
and Approaches

We now briefly discuss other alternative evaluation approaches
and tools with the view of highlighting the distinctive aspects of
OAI. One approach is to deploy testbeds with commercial LTE
gear (eNBs, UEs, EPC) with open access for experimentation (e.g.,
CREW project2). Main downsides of this approach are that it does
not offer the desired level of flexibility and is also expensive to de-
ploy.

System-level simulation [9] is an alternative and a more common
approach in which some or all of the system and network stack is
modeled. Some tools within this approach are analytical in nature
with no notion of time and are typically implemented in MATLAB
(e.g., [10]). Others are packet-oriented network simulators based
on discrete-event simulation. These simulators rely on a logical
clock and either model the protocol layers or abstract out some of
them altogether. Examples include LENA3 (now integrated into
ns-3), LTE-Sim [11] and SimuLTE4. In contrast, OAI implements
the full protocol stack to run on a real execution environment re-
specting frame timing constraints. As a result, it is a more realistic
platform (even in emulation mode) compared to the most detailed
of simulators from those mentioned above.

Another approach that is getting increasingly popular and which
OAI follows is the use of SDR based platforms for greater level of
flexibility and realism. There are several projects focusing on soft-
ware implementation of LTE over the popular USRP platform (e.g.,

2http://www.crew-project.eu/easyc
3http://networks.cttc.es/mobile-networks/software-tools/
lena/
4http://simulte.com/
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Figure 5: Network configuration of the proposed OpenAirInterface [9]

of controller, and the access points are just used to transmit data physically.

Furthermore, the physical transmission can be adjusted with SDR techniques.

Forwarding the data follows Openflow standard, which is flexible enough to

manage the data flow rules over switches for each operator.

The paper [9] offers OpenAirInterface (OAI), an open-source and complete

3GPP standards, which is flexible platform using SDN. The OAI works on the

two main components of the LTE system architecture; first, the E-UTRAN;

and second, the EPC. The presented model is a highly realistic model that

investigates entire protocols from the physical to the networking layer. Also,

the paper asserts that OAI has the potential to become a reference evaluation

platform for 5G technology development by providing researchers with an easy

and rapid prototyping and testing environment.

At the scheme of OAI, similar to the other type of SDR approaches, the

base station, access points, mobile terminals and core network are realized via a

software radio point connected to a core host for processing. Moreover, OAI is

the only SDR based solution that provides a complete software implementation

of all elements of the 4G LTE system architecture. The network configuration

has been shown in Fig. 5

To sum it up, the two unique features of the OAI platform are as follows.

Firstly, it is an open-source real-time software implementation of the 4G mobile
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cellular system that follows the the 3GPP LTE standards and can be used for

in-door/outdoor experimentation and demonstration. Second, it has built-in

emulation capability that can provide repeatable and scalable experimentation

in the controlled laboratory environment on the real practical environment

while respecting the frame timing constraint.

In the paper [10], it has been discussed that today?s Internet is mostly using

only one single path between the two communication endpoints, and packet

switched networks is the infrastructure of the communication basically. It is

obvious that using only one path would not provide enough security to have

a secure communication with low loss rate, mainly because it is vulnerable

against being manipulated, moreover, we can have more throughput by using

multi-path communication. Also, for long distances, the situation gets worse,

specially with the long delay that is avoidable.

This paper uses code centric networks, and tries to have more through-

put, resilience, security and low delays. Furthermore, the router on the way

are allowed to use different network coding based on the network situation.

The proposed method is a promising way over lossy networks. The proposed

scheme enables dynamic allocation of distributed clouds on top of each router,

and places the cloud close to the user, which decrease the delay over the net-

work. Hence the code centric operation over SDN components improves the

performance.

In the paper [1], a cross-layer scheme combining SDR and SDN characteris-

tics has been proposed. Based on the fact that the 5G technology spectrum and

bandwidth will face unavoidable challenges in the future for the huge number

of different and unpredictable clients, integration between the frequency spec-

trum, and bandwidth will be an inevitable topic. Combining software defined

radio and software defined networks would be the best tool for this integration.

However, they are difficult to exchange the information because they belong to

different layers. Therefore, the main contribution in that paper is to design a

cross-layer integration mechanism to combine the benefits of integrating SDN

and SDR. The paper declares that the co-existence of SDR and SDN is crucial,

and the best performance can be achieved only by mutual cooperation. The

architurcture combing these two layers has been shown in Fig. 6.
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parsing component of IPv4 and IPv6. In simple terms, the
major contribution of SDN is that the network can be recon-
structed. The ideal situation is to achieve a fully automated
administration without the design and adjustments of the
administrator intervention policy. Policy is the rule for recon-
struction, and SDN has a cooperative concept, which indi-
cates easily controlled network problems by defining a good
policy set, with a self-learning policy change mechanism.
The simple SDN architecture diagram is as shown in Figure 5.

FIGURE 5. SDN architecture.

III. RELATED WORKS
SDN and SDR have become a hot topic since the mobile
network improves every day. Because the increased users
carried the great traffic that this environment must need a
strong management scheme to coordinate any information
and requests from all sides. This shows a centralized man-
agement is indispensable. Otherwise most of the information
and requests cannot be coordinated in fair. Briefly, a entire
network like a human that there are many complex sys-
tems distribution. Each system has unique capabilities and
they usually communicate, coordinate and even affect with
each other. These phenomena can survive for human. But in
some cases, it could evolve into mutual competition between
systems if there are imbalances phenomenon since a sys-
tem snatched the system resources. Usually, such situation
cannot be happened because we have a cerebrum helps us to
adjust those disputes. Unfortunately, if it occurs, it represents
that this guy is sick. In the network world, such system
ecology also existed. Such as SDR system must schedule
the user’s channel priority, and SDN system must monitor
and distributes traffic. Both these two systems are have own
architectures, elements and connection. Invariably, they are
also in a relationship with a centralized management if they
want to integration.
We have to understand current development of SDR and

SDN before to discuss the integration of SDR and SDN in 5G
network. Because the centralized management must know
all of systems feature firstly then to make fair and efficient
decision. It is like the human cerebrum which must know
the details of all systems. Note that such centralized concept

FIGURE 6. Hybrid architecture of SDN and SDR.

can distribute to any organizations. In simple terms, there
may many people in an area, so there are also have many
cerebrums. Whatever, we will introduce some centralized
methods of SDR and SDN in this section.
In 2011, the most popular technique research is 4G.

Although it is difference with 5G, but both they also the
same type techniques. In this moment, some researchers pro-
posed service-oriented cognitive networks over IP multime-
dia subsystems (IMS) [24]. It represents that the radio channel
scheduling can over a centralized platform thus obtains more
efficient service experience.
In [25], a Markov-chain-based spectrum handoff solu-

tion is proposed. The main idea of this method is that the
design a centralized decision maker which is responsible for
coordination of obtained information of average throughput
and average interference time. In order to suit the multi-
SUs environment, they used Markov chain to predict the
behavior of the SUs. Then the unobstructed channels of
spectra lead thewhole network getsmore throughputs without
too much sensing times. These two papers not only show the
importance of centralized management, but also express the
spectra computation has a relationship with some impacts in
the network layer.
Open Networking Foundation (ONF) proposed a new

communications protocol called OpenFlow [26] that any for-
warding switches adds the flow table for traffic forwarding.
Any OpenFlow switches handle the own area and report
to the controller. The controller provides to the network
administrator the ability of monitoring, decision-making,
debugging, and other network-related functions. These abil-
ities exactly depend on the centralized control. According
to the previously mentioned analogy, we can mapping that
the controller corresponds to the cerebrum of human and the
organization which switch belongs are express by the human
organs. In short, the concept of OpenFlow controller is a
centralization me approach. Though the SDN did not define it
must be centralized, but in general it need a synchronization
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Figure 6: Hybrid architecture of SDN and SDR [1]

Spectrum resources and network resources are mostly similar, and both

have a specific area of responsibility. The software-defined approach is an

appropriate method to create routing tables, handshaking, certification mech-

anisms, etc. During sending packets, these mechanisms send out requests and

signaling messages, which waste bandwidth. Moreover, with increasing the

VLAN, old and new L2 Domain conversion efficiency will decrease.

The SDR Layer contains all the devices that can access radio. The per-

ception of SDR is carried on at terminal, and it cannot manage the usage of

the spectrum. Hence, effective channel using and switching is not possible,

and there should be a centralized hub. The administration component is used

as the arbitrator to determine the frequency band or to avoid interference.

The proposed cross layer controller knows who sent a request for frequency

spectrum usage; hence, it can easily determine whether the device is autho-

rized. This can avoid many cases of illegal access to spectrum resources, and

monitoring all frequency users and interference.

This paper suggest to reuse the spectrum to decrease the traffic flow for

some specific frequencies, which can lead to a significant improvement in 5G

network to allow more devices to have high quality of services. A cooperation

between SDN and SDR such that SDR can have access to monitoring results

of frequency spectrum or switching bands and SDN can use the frequency
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can make self-adaptive adjustments according to spectrum
use and overall network information. Overall, correspon-
dence of the two layers can result in more perfect planning.
The precondition is that the Cross Layer Controller should
haveUSRP, while the Base Station, Relay Station, andAccess
Point sub-network, should have the Cross Layer Controller
to form the tree structure. The topmost Root Controller can
query the downstream controllers to observe the conditions
of the entire route. Later, the condition can be used for prepa-
ration of automatic Reconfiguration, with the detailed process
as shown in Fig.7.

FIGURE 7. Detailed process of cross layer controller.

V. EVALUATION
It is undeniable that SDR and SDN have the ability to
improve network performance; however, the bandwidth and
the spectrum have an indirect relationship. Combining their
advantages can create a better architecture, thus, the proposed
architecture considers the individual relationships and mutual
impacts. To prove the effectiveness of the architecture, and
allow readers to clearly understand the trade-off relationship
between SDR and SDN, this study compares the proposed
hybrid mechanism (SDN+SDR), which has SDN and SDR
only. As there is no 5G simulator, this paper simplifies it
into a trade-off problem, and uses MATLAB for simulation.
The parameters are designed by following the specifications
of IMT 2100: Download frequency is 2140(MHz), UpLink
frequency is 1950(MHz), and bandwidth is 60(MHz). Most
importantly, interference parameters are included to allow the
simulation to present the actual conditions and highlight the
effectiveness of the proposed mechanism on self-adaption.

TABLE 1. Simulation parameters.

FIGURE 8. Relationship between spectrum and bandwidth utilization rate.

The interference’s equation 1 is as shown below [7]. The
details are shown in Table 1.

SINR = 10 ⇤ log10
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Figure 8 shows the relationship between spectrum and
bandwidth utilization rate, and the equation 2 is used for
calculating the bandwidth percentage of all services. In the
architectures without mechanisms, devices cannot avoid
interference and other conditions during access to the fre-
quency spectrum, and thus, are very chaotic. In such chaotic
conditions, almost every frequency spectrum is occupied by
the device. Without smooth monitoring or administration, the
overall bandwidth performance is very poor, and the total
bandwidth utilization rate can be only 37%, which is not far
from the experimental results of Google. In the case of an
SDNmechanism, about 13% of the bandwidth utilization rate
will be wasted, as there is only one very smooth channel. Even
if the channel is administered, it is powerless to packet loss
caused by interference. In the case of an SDN mechanism,
although it can determine the most capable frequency spec-
trum to considerably improve the spectrum utilization rate, it
wastes more cost due to the L3 mechanism. Under optimal
conditions, it still has a 7% loss of bandwidth. In the case
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Figure 7: Network configuration of the proposed OpenAirInterface [1]

spectrum conditions provided by SDR, when policy has changed. Therefore

the proposed architecture crosses the SDN Layer and SDR Layer.

The main component of the proposed architecture is the cross layer con-

troller, which has administration rules to supervising and making proper de-

cisions. Also, the scheme exploits a unit in controller, which makes decisions

based on the trade-off between received information from the two layers as

shown in Fig. 7. Any time that users want to access spectrum resources, users

should request the cross layer controller about accessibility of the band. After

the confirmation of the user authorization, the cross layer controller investi-

gates the flow traffic information of the requested band, and allows the access

or suggests switching to a better band. Moreover, based on the dynamic net-

work environment, the controller can adapt itself based on spectrum usage and

overall network conditions. Therefore, cooperation of the two layers can result

in better planning and performance.

The paper [11], proposes a new scheme to deliver data flow in an intelligent
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Figure 1: Intelligent content delivery system over LTE using SDN

II. RELATED WORK

With the advent of SDN/NFV, several researchers have
been exploring the application-awareness and WAN routing
controls in SDN, and the separation of control and data planes
in mobile networks.

Application-awareness in SDN: Zafar et al. [3] propose a
machine learning (ML) based application awareness that uses
a crowd-sourcing approach to conduct traffic classification in
SDN. Their prototype in HP Labs shows 94% accuracy on
average on Android devices over wireless networks. Michael
et al. [4] have shown an application awareness using deep
packet inspection (DPI) in SDN-enabled networks. They track
YouTube video streaming traffic, and dynamically change the
routing paths while a video content is delivered to the client
using SDN. Graham in Heavy Reading [5] has addressed the
role of DPI in SDN. The white paper describes the challenge
of implementing DPI and its use-cases in SDN.
WAN routing in SDN: Recently, a multi-protocol label
switching traffic engineering (MPLS-TE) technology has
received much attention in WAN-SDN. Ali et al. [6] have
shown the feasibility of how MPLS-TE can be simply
implemented over an SDN-enabled network using Mininet
and NOX [7]. Saurav et al. [8] have shown a demo, where a
networking application uses OpenFlow functions to provide
application-aware aggregation and TE among WAN-routers
in SDN. Sushant et al. [9] have shown an empirical study of
WAN connecting data centers in SDN. They have implemented
a centralized traffic engineering using OpenFlow, where the
Internet backbone traffic is transferred among Google’s data
centers that are geographically distributed over the world.
SDN/NFV in mobile networks: Li et al. [10] have proposed
software-defined cellular networks. They argue that SDN can
be simply applied to cellular data networks, and elaborate

the challenges of providing scalability and QoS-based dy-
namic flow control in SDN-enabled mobile networks. Alcatel-
lucent [11] has addressed the challenges and solutions of
deploying NFV in a network. Siwar et al. [12] have proposed
an OpenFlow-based control plane for LTE core networks. As
for use-cases of their proposal, they argue that resiliency and
load balancing are considered as key aspects of providing the
seamless on-demand connectivity in the SDN-enabled LTE
networks.

III. BACKGROUND

In this section, we briefly address the challenges of
SDN/NFV for providing end-to-end QoS, and the existing QoS
mechanisms in LTE.

A. Challenges of providing end-to-end QoS in SDN/NFV

The key function of SDN and NFV is the separation of
control and data-forwarding planes. The control plane between
service applications and network devices makes for more
flexible and agile network service environments. The service
providers can easily launch new applications, dynamically
obtain network information from the control plane, and quickly
control traffic flows for their needs. In order to provide end-
to-end QoS, however, there are still constraints that need to be
addressed.

1) Limitation on application-awareness: Such application
recognition has become critical for enhancing QoS policy-
based flow control and security (e.g., preventing from
spam and malicious applications) [5]. However, existing
OpenFlow mainly focuses on conducting L2-4 inspection,
lack of application awareness of higher layers such as L4-
7. DPI has been proposed as one of possible solutions, but

Figure 8: SDN based network configuration to deliver content intelligently over
LTE [11]

way. In the proposed scheme, when the quality of service at the network is

anticipated based on the network status which is provided by the SDN con-

trollers, the SDN application sends request to the controllers. Then the con-

trollers analyzes network conditions such as throughput and packet loss rates

of the traffic flow, so to find the point at which the congestion or the bottleneck

has happened. After that for resolving the congestion, the SDN controller first

determines the QoS budget, such as the maximum allowed amount for packet

delay per network segment. Based on the policy pf the network, the SDN

controllers determine that any other alternative routing are allowed or not.

Moreover, the controller can dynamically update routing paths among WAN

routers in a network based on the situation. Also, it can assign another content

delivery node for the client to provide higher networking performance.

This paper proposes to Build an application-awareness, simply by sharing

the LTE QoS parameters with the SDN controllers that have difficulty imple-

menting the application-awareness. With the LTE QoS parameters, an SDN

controller can provide more accurate and consistent end-to-end QoS, which
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results a completely application-aware network. Moreover, in an LTE, QoS

and QoE factors can be estimated using DPI. Layer four through layer seven

inspection is provided by DPI, which yields not only context-awareness but

also extracting meta data attributes, and other data that is used to calculate

networking performance statistics for each flow. Furthermore, the proposed

scheme performs a dynamic end-to-end flow control from P-GW. P-GW sends

request to the SDN controller to obtain network conditions on each path be-

tween the P-GW and each content delivery node. The information can be used

at user terminal to select the best available content server at the moment. The

network scheme is as Fig. 8.

The paper [12] proposes a new scheme called as SoftRAN, which is a cen-

tralized architecture as an alternative to the distributed control plane similar

to the SDN architecture. It takes out all the base stations in one geographi-

cal zone, which are just radio elements with a few control logic, as one virtual

huge base station. These radio elements are managed by a logically centralized

element which makes control plane decisions for all the radio elements in that

geographical zone. Hence, this logically centralized entity is called as the con-

troller of the huge base station. The controller maintains a whole view of the

radio access network and provides a framework on which control algorithms

can be implemented.

The paper [13] uses SDN scheme to reducing the delay for data forwarding

at the network. Since the SDN controller can manage multiple eNodeBs over

OpenFlow protocol, it can send any update for new forwarding rules, which

results that network can remove the managing rule messages between eNodeBs.

Also, the end point of sending data can be based on a set of predefined policies,

QoS or network status, which again can helps the network to remove the

massages between eNodeB and MME (Mobility Management Entity). Finally,

the data flow goes over the data plane based on the decision made at the

controller for the end point node.

As the above paper asserts: per industry standards, the handover delay

should ideally be 0.7 seconds, when both planning and execution phases are

included. At the most, a delay of up to two minutes during handover between

3G and LTE networks can be accommodated. By using SDN architecture,
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the policy or data path need to be defined over OpenFlow protocol and the

processing time for any OpenFlow message decreases significantly, which re-

sults in reducing the latency at the handover considerably by approximately

30 percent and allows for a faster handover.

5 Conclusion

As it was shown, many different researches are trying to provide faster and

more reliant base for 5G wireless networks. SDN as the main component of

providing the virtualization, gained increasingly attraction. In this paper, a

survey among different recent papers in this area has been carried out, and

the main goal of each technique to improve different parts of this scheme has

been reviewed. Meanwhile, the proposed architectures and basic rules of each

paper has been clarified. However, there can be more ways to develop these

scheme, as the 5G is still at the middle stages of researches.

The 5G network will consist of a huge number of devices, applications and

technologies. Sharing the spectrum and the bandwidth over each single LAN

domain among larger and larger number of users is an avoidable concepts.

Providing more flexible network with high rate throughput is still needed to

be more investigated.
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