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Presentation Notes
Go through the signal processing flow that is outlined.

There are a huge number of powerful signal processing algorithms and techniques outlined/referenced in the paper. I focused on what is going to be most relevant in terms of our work with EEG headsets and real-time BCI applications.





BCI Signal Flowchart 
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Presentation Notes
Overall signal flow from brain recording to device control.
This paper focuses on the shaded areas.




Essential Signal Processing Blocks 
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Presentation Notes
Main thing to remember is we’re taking EEG signal, in our case, and processing or transducing it into something to be used for device control.
The better job we do processing the signal, the more degrees of freedom and higher accuracy we can achieve (up to a limit).

After EEG signal goes through basic artifact processing (for 60 Hz noise removal, or maybe eye-blinks), it’s sent to the feature generator.

Two main blocks are denoted A and B for feature generator and feature translator with the sub-blocks numbered. 

Feature Generator – Example in the paper, and the one most pertinent to us, is the power modulation of certain wave bands. In that case, the power of certain bands is derived from raw EEG signal. In general, there must be some quantitative measure of the signal coming in, and the purpose of the feature generator is to produce those measurements from raw electrode voltage readings.

Feature Translator – Takes in the generated features and produce an output that is meaningful to the device. The system can also evaluate the certainty of the device control signals produced to help prevent false activations



Signal Enhancement (A1) 
• Purpose: Select or narrow in on 

certain channels to increase 
Signal to Noise ratio 
 

• Referencing Methods 
• Choice of reference may vary 

across people/studies 
• Examples 

• Large/Small Laplacian 
• Bipolar 
• Common Spatial Patterns 
• ICA/PCA 
• Common Average Reference 

Presenter
Presentation Notes
I’m only going to cover EEG signal enhancement (pre-processing) methods, and not single unit recording (or ANC) processing

Artifact processing could be lumped into this block.

Large/Small Laplacian – compare each electrode to an average of the nearby electrodes (as opposed to average of all electrodes in CAR)
	difficult to do with Emotiv as we don’t have a large number of electrodes
Bipolar – each channel is defined as the difference between two adjacent channels
CAR – compare each electrode to the average signal of all electrodes
CSP – detects spatial patterns in the EEG signal, requires many electrodes and identical electrode positions between trials 



Feature Extraction (A2) 
• Purpose: Derive quantitative  

representations of EEG data 
 

• Time/Frequency Examples 
• Power Spectral Density 
• Time-Frequency Representation 
• Correlative Time-Frequency Representation 

 
• Parametric Modeling 
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Presentation Notes
Generates the feature vectors of all signals being fed into the feature generator

PSD – using a fourier transform to help determine the power distribution across the frequency distribution. This is the method used in Ipsihand. 	PSD is relatively easy to use, computed quickly, and simple to interpret in terms of neurophysiology.

TFR – mapping the signal to a 2D function in time and frequency
CTFR – TFR that also uses time-frequency interactions between components of input signal



Selection/Dimensionality Reduction (A3) 

• Purpose: Reduce the  
dimensionality by 
selecting a subset of the 
features 
 

• Examples 
• Principle Component Analysis 
• Genetic Algorithms 
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Presentation Notes
In the feature selection block, the most important features are chosen before the classification step (distilling the important features). This can greatly reduce the processing needed (important for real-time applications) and make the feature classification step more accurate.

PCA – We’ve talked about this filtering method quite a bit. Basically, a linear combination of the channels that account for the highest percentage of variance are selected for the next processing block.

GAs – Heuristic search technique. Requires a lot of processing



Feature Classification (B1) 
• Classifies the selected  

features to produce device 
controlling signals 
 

• Examples 
• Linear Classification 

 
• Non-Linear Classification 

• Kernal-based methods 
• Neural-networks 

 
• Classification Committee 

 

Presenter
Presentation Notes
Once the EEG signal has been filtered and used to generate features, those features are passed to the Feature Translator block. 

Linear Classifiers – Fewer parameters to fine-tune. This causes less over-fitting and makes them more robust. Because our data is not very complex and we’re more focused on real-time BCI applications, linear classifiers will be what we focus on.
An example is the Ipsihand control where the strength of mu rhythm feature was linearly related to linear actuator position. LDA is an ex.

Non-linear classifiers – Requires a number of parameters to be chosen. Better suited when not much is know about a complex data set.

Classification committee – using multiple independent feature classifiers to achieve the system’s feature classification



Post-Processing (B2) 
• Check for false activation 

of device 
• Optional Block 

 
• Examples 

• P300 Spell Check 
• Error potentials 
• Integration of positive signals 
• Refractory period/Debounce block 

Presenter
Presentation Notes
The post-processing step checks to make sure the device activation makes sense or has relatively high certainty of being a true positive. 

The P300 system is a great example where users are typing out words letter by letter. If someone starts a word with a ‘b’ the next letter will probably not be an ‘f.’ 

Error potentials – Determining signals from the patient’s brain that indicate an error with the device operation

Integration of positive signals – a number of positive signals must accumulate above some threshold in a short amount of time before the device will activate.

Refractory period – Following an activation signal, there is some specified amount of time where the device cannot be activated again.



Flowchart Taxonomy 
 



Acronyms 
 



Acronyms Continued 
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